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D4.15G Security testbed architecture

Executive summary

One of the majorchallenges of the 5&NSURIgroject is to provide a testbed environment allowitm
evaluate andvalidake the efficiencyof the 5GENSUREecurityenablersin orderto address the security
requirements of 5G Networks

This deliverable provides the desdign of the testbedleveraging on results achieved at project level
regarding both security enablers targeted but also security architecture as well as taking advantage of sources
of information coming from 5@ PP (e.gaking into accounthe recommendatins of 5GPPP architecture
WorkingGroupa S S tétptD ! NOKA ( S O ([1ggNtialsodekckibieshé JramiSvdik provided by the
partners involvedn the testbedactivitiesincluding the hardware and the proposed services.

Another important aspect covered by the document is the interconnection of the testbed at the following
levels:LJF NI f SEIRa SR FIF OAf AGASA Ay i SNOatefnétaicaesa angassiblydk NI y ¢
interconnection with otheexistingsGPPRestbeds

The last topic covered by the deliverable is the operational procedures required to driveotheon
activities on thesG securityestbedand the different rols that have been yet identifiei accomplish these
activities

671562 5GENSURE 2
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Foreword

This deliverable provides the foundations to build &ENSUREestbed that will host the5G security
Enables of the project andnablethe testing activities from M12 to M24. The contents of this document
will also help the developers and the rest of the partners to understand how the functionalities are going to
be delivered. Thefirst vision of the roadmap for th&G securityenableg #@tegration on the testbed is
provided.

Disclaimer

The EC flag itnis deliverable is owned by the European Commission and the 5G PPP logo is owned by the
5G PPP initiative. The use of the flag and the 5G PPP logo reflects BRIBERE receives funding from the
European Commission, integrated in its 5G PPP initigipart from this, the European Commission or the

5G PPP initiative have no responsibility for the content.

Copyright notice

© 20152017 5GENSURE Consortium
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AAA

Authentication, Authorization and Accounting

AKA Authentication and Kepgreement
AP Access Point

API Application Programming Interface
COTS Commercial off the self

CRON Command Run On

DNS Domain Name Service

EAP Extensible Authentication Protocol
EC European Commission

ePC evolved Packet Core

ETSI EuropeariTelecommunications Standards Institute
HLD High Level Design

HPC High Performance Computing
HSS Home Subscriber Server

IKE Internet Key Exchange

IT Information Technology

KVM Kernel Virtual Machine

LDAP Lightweight Directory Access Protocol
LTE Long Term Evolution

LTS Long Term Support

MME Mobility Management Entity

MTU Maximum Transmission Unit

NAS Network-Attached Storage

NDA Non-Disclosure Agreement

NFS Network File System

NFV Network Function Virtualization
NREN National Research &ducation Network
NTP Network Time Protocol

OAl Open Air Interface

(O] Operating System

(OLVAS) Open Virtual Switch

PAM Pluggable Authentication Module
PDN Packet Data Network

P-GW PDNGataevay

PPP Public Private Partnership

QoE Quiality of Experience

QoS Quality of Service

RAN Radio Access Network

RTT RoundTrip Time

SAN Storage Area Network

SDN Software Defined Network

SFC Service Function Chaining

SGW ServingGatevay

SIM Subscriber Identity Module

SSH Secure Shell
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TSC Time Stamp Counter

UE User Entity

USRP Universal Software Radio Peripheral
VNF Virtual Network Function

VPN Virtual Private Network
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1 Introduction

The following chaptersf this document cover the requiremenidentified for the testbed deployment and
operation. These requirementfiave been collected since thgeginningof the 5GENSURE project (see
section2.1), aggregatedimprovedand revieved by all partners

The collection oénableQ & K 2eguirdmgriB bedn witha hosting criteria evaluation surveyhichwas
distributed to the Enabler Ownes. The outcomes aresummarisedn AppendixB. If new requirementgor
the 5G security testbedre identifiedlater during the project, theywill be evaluatedand the strategy of
implementation will be agreed between the partieshis d@ument essentiallyfocuses on Release R1
enables (as defined insiddeliverabledD3.1[2] and D3.23]).

Note that the ultimate goal of the testbed is to validate not othlg enabless, but also the entire GENSURE
architecture which they support. However, due to the tiglan of the overall project (with the architecture
work runningin parallel) it is simply impossible to capture all architectural requirements at this point in time.
However, this report has been reviewed by thechitecture taskfoce (Task 2.4 of 56NSURE), based on the
current architecturatvorking hypothesisAs the draft architecture later completed (D2.4, M12), additional
feedback will provided as necesséwy possible later refinements of the testbadote al® that already now,

it is clearthat certain architectural gsects cannot bdully tested within the scope 06GENSURE. For
example, network slicing is already now identified as a key component &Glaechitecture. However, 5G
ENSURE is not developingoempleteset ofenablersfor network slicing and therefore all aspects of network
slicing will not be possible to testhe nability to fully test an important architectural concept such as slicing
may at first seem unsatisfactory. However, note that the ongoing discussions in 3GPP still leave it quite open
whether a complete solution for network slicing veillerbe fully standardized. Thus, the potential validation
of any concrete and complete ingshentation of slicing would surely give interesting insights, but is not
critical at this time.

As the testbed is iits early deployment stage, some of tidentifiedtools are not yet operationallhusthe
descriptionof these toolsand theiroperational procedures are describatiahigh level in order to provide
to the readermwith a comprehensive description even though they are not yet available.

During this phase of testbed architecture design, we have identified the need to establidlefams specific
NDA and Charter to improve the content of existingEBl SSURE Project Consortium Agreement. Those two
additional documents will belefinedand delivered inside the document2 dTest plad. They will cover
the need to describe and establishiesfor:

9 interconnection between remote systems / platforms and the testbed,

1 the resources (HW and SW) delivering and allocation between partners andarstre|ative access
rights management

1 the usage of the testbednd partners respective Intelttual PropertyRightsprotection,

1 Dataand Confidential Informatiomanagement Privacyandresult@ ownership

1 Preventionof abnormalbehavioursand process to handle potential conflict.

The whole document is organized in 4 major parts: the testbedtaathre, the testbed hosting framework,
the testbed connectivity and the testbed operational procedures.

1.1 General definitions
This section covers the definition afset oftermsused inthe following chapters of this deliverable:

671562 5GENSURE 8
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1.1.1 Orchestration
It is the automated arrangement, coordination, and management of complex computer systems, middleware
and service§4].

Within the context of the 5GENSURIEestbed, it refersto the tools allowing the automatic deployment and
configuration of all theenablerinstancesrunning on the testbedThis role is noto confound withthe one
described for 5G networks MANO environment by ETSI NFV.group

1.1.2 Hypervisor
It is a computing node with virtualization hosting capabilities. This mehat it is able to run Virtual
Machineg(i.e. VMs)n top of its Operating System

1.1.3 Black box
Ablackbox is a device, system or object which can be viewed in terms of its inputs and outputs (or transfer
characteristics), without any knowledge of its internal workings. Its implementation is "opaque" ({&ack)

Within the perimeter of the testbedit refersto components of the architecture that are delivered as
functional block but which are not suitable to be modified

1.1.4 White box
Machine or system whose internal structure or processing is known in addition to the knowledge about its
inputs, outputs, and the relationship between thd8j.

Within the scope of the testbed, this termefersto functionalcomponents that are suitable to be adapted
to support new features like those ones brought by the 5G secemiéyplers developeavithin 5SGENSURE

1.1.5 Service function chaining

A service function chain defines an ordered or partially ordered set of abseadts functions (SFs) and
ordering constraints that must be applied to packefsames, and/or flows selected as a result of
classification.

An example of an abstract service function is a firewall. The implied order may not be a linear progression
asthe architecture allows for SFCs that copy to more than one branch, and also allows for cases where there
is flexibility in the order in which service functions need to be applied. The term "service chain" is often used

as shorthand for "service functiazhain"[7].

1.2 Testbed roles definition
All the roles that will be used to define the operational procedures are described in this section.

1.2.1 Testbed User

Partners requiring to run activities or have access taBBENSURE testbed. They have access to the testbed
resources and can request assistance when dealing with thEN&UJRE testbed operational procedures
described in this chapter

1.2.2 Testbed Owner
It is the partner providing one of the nodes hosting the BIBYRE security testbe@urrenttestbed owners
are VTT and b<>com.

671562 5GENSURE 9
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1.2.3 Testbed Support

It provides assistance to testbed users with regard to testbed activities. This applies typically to the execution
issues related to the 5GNSURE testbed operational procestuidescribed in this chapter. It should be
composed of 5S&ENSURE Testbed partners.

1.2.4 Testbed Operator

It managesnable@ deployment within testbed and the operational status of the infrastructure. Its mission
is mainly the orchestration of the framework@the providedtools. It is mainly composed of testbedner
technicaloperators.

1.2.5 Enabler Owner

It is the owner of one of the 5G securipables delivered by the project. They are testbed members and
they are involved on some specific procedures dealiith the security exablermanagementRespective
Enabler Ownes are defined in D3.2 [3].

1.2.6 Test plan Editor
It is a usethat contributes to theediting of the test plan for the project securignablervalidation.

1.2.7 Test plan Executor
It is a ser that participates to the execution of the test plan and the collection of the results.

2 Security Testbed architecture

2.1 5G Security testbed requirements
Since the kicloff of the 5GENSURE project, the testbed requirements have been collébtedgh five
majors steps described here after:

step 1¢ During D2.18] investigationphase, altontributing partnerswere requested to contribute
to the hosting criteria evaluation survein order toidentify the Release R1 subs#tenablers and
collect the first set of requiremesfor designing the testbed tmeet5GENSURE needss discussed
above, due to thdime planfor the architecture (D2.4), the usesses defined in D2[9] so far as
also served as one of the main sourtesapturearchitecturally related requirements.

step 2¢ DuringD3.1[2] investigationphase, the integration framework needs for Release R1 and
Release R®%ere collected, andhe testbedrequirements identified during stepuereimproved.

step 3 ¢ During Plenary meeting in Kista (15th to 17th March 30t testbed team proposed to
rely on OpenAirinterfacB’ [10] as integration framework whichwas agreed During the same
meeting specific 5G network elements requirements ®1/ I 6 Hefldydentwere identified

step 4¢ Collecton of implicittestbedneeds identifiedduringthe development ofD3.2[3].

step 5- Fnal validation of enablers testbed requirements durthg Plenary meeting in Oxford (7th
to 9th of June 201p%

The collected requirements have driven the design phase of the proposed teatbddscribed in the
following chapterTheresult of all this wok relatedto the enablers hosting requirements collectioan be
found on Anne)B.

671562 5GENSURE 10
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The testbed includesapabilitiesof service function chainingince Release 1 (based Release Enabler
subcomponents)The capabilityf service function chainingEFCvill be naturallyintegrated in Release 2 as
depicted inFigurel.

2.2 Testbed core architecture
The5GENSURERroject proposedo definean endto-end testbedarchitecture.The Release 1 of the testbed
architecture is based oenabless requirements defined iD3.2[3] and aggregated in chapt@rl

Service function chainingill be naturally integrated in Release 2 as depicteéigurel.

In order to provide an operational environment, b<>com will provitdeUnifier Gateway The Unifier
Gateway is a prototype providiryscalable distributable Converged Access Control and Core (oiraid
LTEx RATSs), based on SDN and NFV technolagieei deployments and with the additional capability to
control legacy equipment MGA !t 43X .a6A 0 O0OKSaxo

Figurel showsthe proposed architecturewhere Network FunctionsuchMME, HSSgtc arevirtualized and
run in different Virtual Machines as Virtualized Network Functions (MlEf)

It may be noted that the final 5G architecture (defined byPBmay not use exactly the same functional
decomposition as 4G/EPC. For example, the 4G Mddiitlbe split into several functional blocks. For the
scope of 5eENSURE, this has been deemed not criticaEBGURE focuses on security relaedbless and

it is clear that there will be authentication function in 5G, similar to the one of the current 4G MME.

AKVM

_TES T 3Gpp AAA
BAA JDiameter

@ FJ'EIRAD!US SWx
—
ePC AKVM
AV
H i OPEN AIR . Internet
[ \"// A UTERF A .f
CcoTS i E s 4R s STFNFEVEEEVassssssasnsnnsnnnsnnst
| e OVS ——— OVS ——
. 4 Open vSwitch £ == _(B;K_:P_ —  Open vSwitch
’ :’\‘(VM : Relay) + ¥
............... i _RepE A
| (eqP-GW) |
oPENAIR 1! e @2 kel /L Loigoraionn

................ pEssssssssnsnsnadusnnnannunninnnnnn,
# .

& .
.

¥, .
B kil

---------------

Figurel: Unifier GatewayEnd to End architecture

From the previous schemé is possible to identify that therare severalradio access possibilitiet. is
currently possible touse COT§Commercial dfthe shelf) UEs, eNodeBs andWi-Fi accesgoints as black
boxes in legacy 4G operation mode. Howevesm the project requirements perspectivas identified in
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section2.1, a major point of interest for such a solution is the ability to modify Network Functions and
integrate securityenablers in the framework.

Natice: Within the scope Release 1, each whitebox component modified by a partner is considered as an
enablercomponent. This idades,for instance Wi-Fi AP, AAAOHCPRSDNcontroller, X

TheUnifier Gatewayarchitecture,as depicted orFigurel, is a full eneto-end chain (RAN + ePC) based on
Open Air Interfacg10] which is an Open Source Framewarkd will be available for Release Enables
which are not based on Ofhmework, will have to comply with whitebox testbed approach.

Regardinghe User Plane managemenhe RGW and SGW functionswill be available for RBased on
OpenDaglight controller andthe OpenVSwitch virtual switch. &@e componentsire also Open Sour@nd
would allow integratindG securitypased software in whicti couldalsobe possible to integrate theecurity
enablers coming fronthe 5GENSURRroject

Figure2A f f dza i NJF GS&a I RSGFAfSR I NOKAGSOGldzNE 2F +¢¢ Q&
of the project. The test site is currentgrgelybased on LTE technology but 5G smsiand features will be
developed upon thabasisp wl RA2 | 00Saa ySiGeg2N] Aa o0lFaSR 2y b2
OpenEP(12] can be used to run core network functionality. The EPC runs on OpenStack/KVM virtualisat
platform. All main EPC functionéisareincluded and multiple mobile devices (User Equipment, UE) can be
connected to the network over real radio interfaces. In addition to real eNodeBs connected to the EPC,
OpenEPC comprises eNodeB and UE simsldioaddition to BEJTRAN radio access, WLAN networks can be
connected in a trusted and an drusted manner to the EPC. Internet of Things (IoT) radio network
supporting multiple radio access technologies is integrated as part of the test netWhre thatcurrent
5GENSUREnables are not dependent on layers below POEZRAS.

Because each of the EPC functionalities runs on a virtual machine, the test site enables deploying multiple
instances of the ER@here different functionalities and featas regarding studied security enhancements

can be connected between different test sites of the overall testbed architecNw&e that the purpose of
deploying several EPC instances is to provide a flexible testing environmentottdsbe understoodas

means for validating the 5G network slicing concept, though for future use, it may serve also such purposes.

The EPC is connected to a service core network with a large variety of different services such as virtualisation
platforms, Content Delivery Ni@ork (CDN) test network and loT cloud system. A VPN tunnel router allows
connecting theenvironment to othertests sites of the 5SGENSURRroject. VPN routeresides in the service

core networkand it isconnected over a 10 Gbps connection towards therimét.
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Trusted g
WLAN ‘

UE

p
AAA, DNS, LDAP,
VPN, etc.

Radio Access OpenEPC
Network VMWare / )
OpenStack L Service core network

Figure2Y +¢¢ Q& (Said aAadsS oFrasSR 2y hLISy9t/

With this two testbed nodes (b<>com and VTT}EEGURE has the ability
1 to test different implementations (RAN, ePC, etc)
9 to providemulti-operator environment
1 to allow the Enbler Owners to evaluate the efficiency of their enablers on mddtnain
environment

2.3 Testbed detailed enabler's roadmap
The following roadmap is based on information colleciteside D3.1[2] and D3.2[3] documents and the
different contributions ofEnabler Ownegsince the beginning of the project (ssection2.1).

As input, we consider thiist of enablers available for the release R1 ofEBE&SURE project

Tablel: 5GENSURE Technical Roadmap for R1 (source[BJ.2

Category 5GENSURE security enablers Features planned for 1st swelease (R1)

AAA Basic AAA enabler A prestudy is required in the time frame of R
however, due to lack of resources,

implementation is not feasible for the san|
release. Prototyping can potentially be do

for R2.
Internet of things (loT) Groupauthentication
Finegrained Authorization Basic Authorization in Satellite systems

Basic distributed authorization Enforceme
for RCDs

Federative authentication an{ none
identification enabler

Privacy Privacy Enhanced ldentity Protectio] Encryption of Long Term IdentifierdMSI
publickey based encryption
Endto-end encryption none

671562 5GENSURE 13
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Category 5GENSURE security enablers Features planned for 1st swelease (R1)
Device identifier(s) privacy Enhanced privacy for network attachme
protocols
SIMbased anonymization none
Privacy policy analysis none
Trust TrustBuildef 5G Asset model

5G Threat knowledgebasel

Trust Metric Enabler Trust metric based network domain secur
policy management
VNF Certification VNF Trustworthiness Evaluation
Security Monitoring System Security State Repository | Deploymentmodel ontology

Security Monitor for 5G Micro| Complex Event Processing Framework
Segments Security Monitoring and Inferencing
Satellite Network Monitoring Pseudo reatime monitoring

Threat detection

Generic Collector Interface Log and EverRrocessing

Proactive Security Analysis al 5G specific vulnerability schema
Remediation

5G specific vulnerability scher|
implementation
PulSAR interface with Generic Collector

first study of a scenario based thre
management

Network managemen& | Anti-Fingerprinting ControllerSwitchinteraction Imitator
virtualization isolation

This enabler has already been developed
evaluated. See the technical report publi
available at http://arxiv.org/abs/1512.06585
which has been accepted for publion at the
IEEE Transactions on Forensics
Information Security). Its open specification
not included in this deliverable, since no furth
evaluation of its features is planned in R1.

Access Control Mechanisms Southbound Reference Monitor

Componentinteraction Audits Basic OpenFlow Compliance Checker

Bootstrapping Trust Integrity Attestation of Virtual Network
Components
Micro Segmentation Dynamic Arrangement of MicrBegments

1The features planned for this enabler in R1 have changed. Please see the status section of the Trust Builder specification
for more information in D3.23].
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Hereafter are remindethe deliverables andnilestones originated from the 5G_ENSURE Dai'd that will
drive the work on testbed:

Deliverables:

1 D3.3and D3./GPPPsecurity enablersswrelease:Components delivered for integration in testbed
(M11, M22)

1 D3.4and D3.85G-PPPsecurity enablers documentation: Installation and Administration Guides;
User and Programmers Guides; Unit Testing Plan (M11,M22)

1 DA4.1 5Gsecurity testbed architecture Description of the testbed including nodes and their
interconnection as well as the list of netvk elements (M&lelayed to M8),

1 D4.2and D4.3Test plan Description of how to evaluate the selected security enablers (IMIL3).

1 D44 Evaluation of the security enablerfkesults of the testbed runs (M24),

1 D45 Testbed extension and operation plan including business mad424).

Milestones and expected result:

1 MS4.1Testbed up and running (M9)
1 MS4.2The first set of enablers implemtd with evaluation plans (M14),
1 MS4.3Enablers evaluated and roadmap for th& security testbed (M24).

¢tKS GSaidioSR ailiNIXGS3e 27T easPsFRWHLIOA YONS T NEINKA 2by LAIA YSIH
Release R1 enablers in 2 phases

1 The first phase (R1) is composed with a subset of enablers which are reletisglyp integrate
based on theenabler hosting requirements (See Anr®xDuring this integration phase, we consider
that we are able to integrate 2 enablers per week.

1 The second phase (R1.1) is composed with the last part of enablers evaluatecea®mplex during
the evaluation (seé\nnexB). During this integration phase, vexpectthat we are able to integrate
one enabler per week.

The R1 integration phase will start in M&zh O (i Qwith adunation of 4 weeks plaed. The Rphase will
be based m the integration of followingRelease R1 enablers

Internet of things (IoT)
Device identifier(s) privac
Finegrained Authorizatio
Satellite Network Monitoring
Generic Collector Interface
Componendinteraction Audits
Bootstrapping Trust

Access Control Mechanism

=A =4 =4 4 -4 4 - 4

The R1.1 integration @se will start in M13, with a duration of 8 weeks planed (+ 2 extra weeks to cover the
end of the year celebrations). The Rinfegrationphase willbe basedon the integration of following
Release R1 enablers:

I Micro Segmentation
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Security Monitor for 5G Micr&egments
Proactive Security Analysis and Remediation
Privacy Enhanced Identity Protection

Trust Builde2

Trust Metric Enabler

VNF Certification

System Security State Repository

=4 =4 =4 4 -4 -4 4

Note 1: The integration of an enabler coudthrt as soon as it is packaged in terof software and
corresponding documentation are available inside D8.8-BPPsecurity enablerssw release(v1.0¥ and

D3.4G p-BPPecurityenablersdocumentation(v1.0¥. Prior to theenablerdelivery, itisthe9 y I 6 f SNJ hgy S
responsibility to pass and succetn sanity checkgunitary tests defined in D3.3 for each enabldgnabler

is considered as integratedn the testbed when the Enabler Owner s cessfullpassedhe sanity checks

with the enablerinstance running on the testbed

Note 2:The test plan ofnenabler could start as soon #ss integrated inside the testbedandtests are
described inside D4.& ¢ S & i (Plo¥idedytiatit has no dependency with other enablers not already
integrated)

The integratiorfor all Release R1 enablerg&imated to be eoundthree and a halimonths This estimation
is performedwithout any optimization and parallelization of integration taskased on this roadmap, the
integration phase of Release R1 bles shouldbe doneby M16.

Oct 2016 Nov 2016 Dec 2016 Jan 2017 Feb 2017

[ ms [ m9 [ mi0]| mn M12 M13 M14 M15 [ m1s |
wl‘w2|w3|w4 w1|w2‘w3|w4 wl|w2|w3|w4 wl|w2|w3 w4

. D41

A MS4.1 D4.2.a ’ MS4.2 4
Testbed up and running First set of enablers implemented with Evaluation Plan

Micro Segmentation
‘ Security Monitor for 5G Micre-Segments
. . Proactive Security Analysis and Remediation
R 1 . 1 |nteg rat| on ph ase Privacy Enhanced Identity Protection
Trust Builder
Trust Metric Enabler
VNF Certification

D3.3.a & D3.4.a ’

Device identifier(s) privacy
Fine-grained Authorization
R1 . t t h Satellite Network Menitoring
in egra ion p ase Generic Collector Interface
Component-Interaction Audits
Bootstrapping Trust
Access Control Mechanism

Figure3: Testbed integration roadmap

2The features planned for this enabler in R1 have changed. Pleagieesstatus section of the Trust Builder specification
for more information in D3.2.
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3 Testbed hosting f ramework b<>secure

3.1 Overview

This sectiordescribesthe tools available on the framework on which the testbed will be instantiated in
b<>om premises.B<>secureis a multi-tenancy environment isolated from corporate resourcesislt
dedicated to Network & Security R&D domain for the instantiation of operational platf@srssecureould

be seen as framework capable of instantiatinigpr each tenantanindependent 5&apable infrastructure.
Foreach tenant it should be possible to apply the NFV/$ONprinciplesas defined by the ETRI3], and

the slicingand micresegmentation securitgonceps [9] [14] that will be delivered by the corresponding
securityenablers.

The framework is provided with orchestration tools allowfog the instantiaion and managment of the
configuration of the instances running the environment. It will provide 5GENSURE securityablea Q
catalogue service and a test management tool

The framework is connected to the corporate R@lther WiFi or LTE advanckallowingfor the booking of
radio resources during test sessioltsis also connected to corporate tools thatovide basic features like
AAAand network services. Finallf has acces$o permanent storagdor test logs andsession outputs
createdduring the period of the project.

Figure4 illustratesthe high level architecture diagram

5G-ENSURE Security testbed

EPC & Operator Services

B-Secure administration

S $ o

Orchestrator

LTE RAN{ macro, mini, pico cells)
G G ) e

inting? Admin PC

5G-ENSURE 5G Security Testbed

%
L

Unified Gateway SGWIPGW

ST I

\_ _/

STORAGE

Figure4: b<>secureHLD architecture
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A tenant onthe framework can be accessed remotely or interconnected with remote sitks topic is
describedn the next chapter

The next sections will cover a high level description of the framework building blocks.

3.2 Orchestration

Thegoal of the framework is to be able to easily handle the deplaynoé componens and to ease up
scaling The instantiation and configuration manageméeools applyto both virtual and baremetal hosts.
This allowshandlingof complex scenarios like telaofrastructures.

An important topic to highght is the bae-metalhost management within the fraswork: the hostsmust be
dedicated to the given tenant, even when they are running as hypervisor (for virtual machine hosting). This
means that a given barmetal host can only be assigned to one tenant at a given time. The refsohs

so are the following:

1 Access to the Hypervisptt is foreseen that securityenableQ & 2 may 8ded to access the
hypervisor host in order to instadhabler(s), capturetraffic or collect logsThis is required in order
to configure components like the hypervisor switch, monitor virtualization related information and
perform traces

1 Resourceompetition: Prevent competitioron hypervisor resources from several tenanttarsces

1 Tenant physical isolation There are some threats linked to th&tualization When running VMs
FNBY RAFTFSNByG GSylyida 2y GKS alyYS KeLISNIA&2N
tenant to another Note that the proposed isolatio is with regard to the experimentation
framework, in order to allow hosting different testbeds within the same facilities. This isolation
should not be assimilated to the one that should provide the slicing within 5G networks.

Some of the threats mentiorkabove can be the target of the implementation of some of the security
enablers from the network management clusterithin 5GENSURE he environment will be adapted to
allow performingthe required testsn the perimeter of the 5S&NSUREenant.

The reg of the section will cover theecurityenable@ €Xchestration only. The deployment of hypervisors,
network equipment and any other component thiatnot part of the tenant itselfis consideredout of the
scope of this document

3.2.1 Enabler deployment
The orchestrator has been designed to perform the installation from scratch. This ensures that the right
drivers will be loaded to satisfy the requirememts eachhostwhether it is physical or virtual

Themain deployment steps arte following:

Identifythe host used to instantiate thenabler

Define the operating system to install

Provide a basic network configuration with the management network IP

Deploy the basi©perating $stem installation, configure the management network and enable SSH

=A =4 =4 =

Oncethe deployment of the bas systemis done, the system customization will be performed by the
configuration management agent.
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3.2.2 Configuration management
One of the key advantages of using a configuration management tamotentralizethe actions that are to
be performed platformwide during itdife-cycle like

1 Keep all components up to date
1 Reconfigure components. For instance, if a change is operated on the engineering rules, it can be
applied in one click to all the components

Within the scope of th&GENSUREestbed, he configuration management will allow, once thaseOS
installationis done, to:

Install the missingystempackages,
Setupof (i Sy I eyigingeding rules
Customize the experimentation netwqrk
Deploy theenablerfrom the catalogue
Configure theenabler.

= =4 =4 4 =

Installing the missingsystem packagesallows completingthe system instadition to fulfil its role on the
platform. This can be for instance, the installation of the virtualization environment for a hypervisor,
OpenVSwitch, or the Window Systenfor a desktoplt will also allowinstallingthe packages required to
apply the engineering rules, likddAPRor rsyslog.

Stup of tenantQ éngneering rulesin the case of 5&ENSURHRwill perform the following task

1 the LDARagent will be configured to request the corporate directory for system login,

1 the time service will be configured and synchronized wiiith same timeserver to grant time
consistency across the platform components

1 a NAS volume will be mounted on the system to store collected data from test runs,

1 rsyslog will be configuret collectsome information for accounting purposes

The previousengineeringrules comply with the Tedted owner€XCorporate Security Policyrhey maybe
enhancedoy other rules specific tthe project

During host instantiationpnly the management networks set up It is thusrequired to customize
experimentation networkon the host with regard to thenableQ geeds. This may includsetting upan
OVS configuration in some of the cases.

Deploying theenablerfrom the catalogueand configuringt using the configuration management tool is an
optional stage although it $ highly recommended hg automatic deployment of a securignablerneeds a
configurationtemplate phase based on collected owner information, in particular regardingstwurity
enableiQ @pendenciesin order to build theenabler configuration templat, collaboratiorwith the Enabler
Owner(SeeAnnexB for more details.

3.3 Virtualization

Special attention is required in ord&r grant the proper operation of the network functions when they are
virtualized(NFV)11]. This is because some of tiblFleal with realtime processing of the user plane data.
It is well known thatirtualizationis not the most suitable solution to handle rdahe processing constraints
[15].
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The testbed focuses on a single hypervisor Kernel Virtual MachineK{VM). The choice is based on the
enableQa K2aA0GAy3 NBIdZANBYSyia O2f {BSIOdré&Rto granfFtheNdest G A 2 y
performances for the VNFs that will be hosted on the framework iinvplemert the recommendationgor

the KVM hypervisofl5].

The following schema shows high level design aboutow network ©nnectivity is designedon the
hypervisor:

Physical Host

Hypervisor

'S

\ ( NICO ) ( NIC1

i Management Network ¢ :

Figure5: Hypervisor networkdesign

As shown on the schemthere is an oubf-band management interfac@epicted in blue in previous figure)
providingresilient management using Linux bridges for all the components running on the hypervisor (the
VNFs and the hypervisor itself).

Notice that ®me of the enablersprovided by the 5&NSURE projetike those from monitoring and network
management securitglustess need to be deployed or require configuration on the baegtal hostsIn order

to cope with this requirement, the hypervisors are dedicated to the testbed and are accessible for testbed
users.

The experimentation network will be handidy an OpaVSwitch ingnce running on the hypervisor. The
OVS will be either SDN capable or behave as legacy L2/L3 switch depending on the requirements from the
VNFs running on the hypervisor atie nature of the network that is connected to the VNF.
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At the VM level, each connection to a given bridge on the experimentation OVS will beaseenetwork
interface by the VM.

3.4 Access control & Accounting

According tdb<>com corporate directive#t isrequired to havepersonalaccess to the resources. In this way

Al A& NBIdZANBR (G2 O2yySOdG Fff LNPOARSR NBaz2dz2NDSa
directory in order to grant a fine grained access control across all the resources allocated by b<>com to the
project. It isalso required to keefrack of the activities performed during the connectitnthe platform

All partners of the 5SENSURERroject will be able to create an account within the testbed which will allow
them to access to resources available on the platform. The authentication will use aaftaypassword
scheme

At the time of the writing, it is not yet identified whether & iequired to have a more accurate access control
to the resources (like penableror per security cluster). This can be implemented if required neatdsa
clear definitionfrom the partners about who can do what.

At the moment three groups have beedefined to be compliant witlthe default policies:

1 Manager. In case some extra privileges are needed for some of the partners in order to manage the
5GENSUREestbed. For the moment, only b<>com staff will be able to perform platform
administrative / maagement tasks.

1 Member: By default all project partners are members of this group. It provides basic access control
G2 O02yySO0G (2 GKS +xtbz I 00Saa G4KS OIFdlf23dz8 X

1 Member with restricted accessThis group is meant for members that for some reason wilhawt
full rights within the platform. This can be the case, for instance, oftaohnical users that may
I 00Saa GKS (GSaloSR LXIFGF2NY odzi 62y Qi oS ot S

Within the perimeter of theenablerinstantiation, the authenticatiorand accessontrol will be granted by
an LDAPconnection between the PAM (Pluggable Authentication Module) agent on the host and the
corporate directory.

The accounting will be handlat two different levels:

1 At corporate widelevel, where wideaccounting will allow to collect data from the network, the
frameworksystemsand the corporate services that are provided for the testbed
9 Attestbed levelwhere accounting information from hosts deployed on the testbed will be collected

Corporate acconting is out of the scope of this documef@oncernindghe testbed accounting, the following
information will be collected at least:

1 Login attempts: all login attemptsuccessful or nowill be collected
1 Connections: All successful connections vélldgged (start time, end time)

3.5 Enabler catalogue

The testbedwill provide a catalogue tool allowinigr the creation of a repository with the 5SEENSURE
enabless that will run on the testbed. Such a tool allolasinga centralized and homogenous environment
to handle theenablerdeployment on the testbed
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The entry point for the testbed team woultk the release of enablers through software and accompanying
documentation namelyollowing deliverables to come:
1 D3.3and D3.75G-PPPsecurity enablersswrelease:Components delivered for integration in testbed

(M11, M22)
1 D3.4and D3.85GPPPsecurity enablersdocumentation Installation and Administration Guides;
User and Programmers Guides; Unit Testing Plan (M22).

It would be the basis for testbettam to make eablers integrated,tested andavailable through the
catalogie in scope

To minimize effort requested to gétdone tools and formats to be used were investigated by the testbed
team and defined as faiv.

The tool that has been selectdyy the testbeds Artifactory[16] which provides the support for almost all
formats of packaging iGNU/Linwenvironments.This tool covers all the packaging needs identified by the
Syl of SNRa ir&arénieftR(se& AppendB)\Crileria evaluationMain Artifactory functionalities
used for the project are

1 Createa 5GENSURIBcalrepositoly.
9 Host a local proxy for official repositories of differéNULinux distributions

Within the scope of 5&ENSURBased on the Operating System chosen byEnabler Ownes forenabler
delivery,and in order to minimize the complexity of theamagement of theenablers deploymentand
catalogue maintenancehe list of supportedlistributionsin Release are:

1 Ubuntupackages using ajofet tool [17].

Notice that Ubuntulistributionis a Debian forkBoth distributionshare the same packagisystem
and the same repository structure

1 CentOS packages using Yum tf8].
Other delivery methods associat&dth virtualized environments could al$® envisioned to besupported:

1 Vagrantimages
9 Docker container§l9].

Howevertwo importantdrawbackdor a spedic delivery method for virtualized instances are

1 It will preventinstantiation onphysical environmentayhich is one of the key featurgsovided ty
b<>securdramework

T It will get more complex to ensure that the engineerimdesare properly applied to the instances
FYR GKIFG Ayadkhttrdirzya | NB aOf Sty¢e

The repository will be connected to the corporate LDAP server allowing users to daétenising their
testbed credentialsThis will ensure that it is possible to apply the adequate access level restrictions to the
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local repositories, either for adidg new packages to the repository and to pull the packages from the
instances deployed otne tenant

The following schema illustrates the way the instances will be able to access the local catalogue in order to
install the distribution packages and the projectables.

Figure6: Access to the catalogue from thastances

The next schema sh@how the catalogue gets populated
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