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Executive summary 

One of the major challenges of the 5G-ENSURE project is to provide a testbed environment allowing to 

evaluate and validate the efficiency of the 5G-ENSURE security enablers in order to address the security 

requirements of 5G Networks.  

This deliverable provides the description of the testbed leveraging on results achieved at project level 

regarding both security enablers targeted but also security architecture as well as taking advantage of sources 

of information coming from 5G-PPP (e.g. taking into account the recommendations of 5G-PPP architecture 

Working Group ǎŜŜ άрD-ttt !ǊŎƘƛǘŜŎǘǳǊŜ ǿƘƛǘŜǇŀǇŜǊέ [1]). It also describes the framework provided by the 

partners involved in the testbed activities including the hardware and the proposed services.  

Another important aspect covered by the document is the interconnection of the testbed at the following 

levels: ǇŀǊǘƴŜǊΩǎ ǘŜǎǘōŜŘ ŦŀŎƛƭƛǘƛŜǎ ƛƴǘŜǊŎƻƴƴŜŎǘƛƻƴΣ ǇŀǊǘƴŜǊΩǎ ǊŜƳƻǘŜ ŀŎŎŜǎǎΣ Internet access and possibly 

interconnection with other existing 5G-PPP testbeds. 

The last topic covered by the deliverable is the operational procedures required to drive the common 

activities on the 5G security testbed and the different roles that have been yet identified to accomplish these 

activities. 
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Foreword 

This deliverable provides the foundations to build the 5G-ENSURE testbed that will host the 5G security 

Enablers of the project and enable the testing activities from M12 to M24. The contents of this document 

will also help the developers and the rest of the partners to understand how the functionalities are going to 

be delivered.  The first vision of the roadmap for the 5G security enablerΩǎ integration on the testbed is 

provided.  

 

 

Disclaimer 

The EC flag in this deliverable is owned by the European Commission and the 5G PPP logo is owned by the 

5G PPP initiative. The use of the flag and the 5G PPP logo reflects that 5G-ENSURE receives funding from the 

European Commission, integrated in its 5G PPP initiative. Apart from this, the European Commission or the 

5G PPP initiative have no responsibility for the content. 

 

Copyright notice 

© 2015-2017 5G-ENSURE Consortium  
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Abbreviations  
AAA Authentication, Authorization and Accounting 

AKA Authentication and Key Agreement 

AP  Access Point 

API Application Programming Interface 

COTS Commercial off the self 

CRON Command Run On 

DNS Domain Name Service 

EAP Extensible Authentication Protocol 

EC European Commission 

ePC evolved Packet Core 

ETSI European Telecommunications Standards Institute 

HLD High Level Design 

HPC  High Performance Computing 

HSS Home Subscriber Server 

IKE Internet Key Exchange 

IT Information Technology 

KVM Kernel Virtual Machine 

LDAP Lightweight Directory Access Protocol 

LTE Long Term Evolution  

LTS Long Term Support 

MME Mobility Management Entity 

MTU Maximum Transmission Unit 

NAS Network-Attached Storage 

NDA Non-Disclosure Agreement  

NFS Network File System 

NFV Network Function Virtualization  

NREN National Research & Education Network 

NTP Network Time Protocol 

OAI Open Air Interface 

OS Operating System 

OVS Open Virtual Switch 

PAM Pluggable Authentication Module 

PDN Packet Data Network 

P-GW PDN Gateway 

PPP Public Private Partnership 

QoE Quality of Experience 

QoS Quality of Service 

RAN Radio Access Network 

RTT Round-Trip Time 

SAN Storage Area Network 

SDN Software Defined Network 

SFC Service Function Chaining 

S-GW Serving Gateway 

SIM Subscriber Identity Module 

SSH Secure Shell 
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TSC Time Stamp Counter 

UE User Entity 

USRP Universal Software Radio Peripheral 

VNF Virtual Network Function 

VPN Virtual Private Network 
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1 Introduction  
The following chapters of this document cover the requirements identified for the testbed deployment and 

operation. These requirements have been collected since the beginning of the 5G-ENSURE project (see 

section 2.1), aggregated, improved and reviewed by all partners.  

The collection of enablerΩǎ ƘƻǎǘƛƴƎ Ǌequirements began with a hosting criteria evaluation survey which was 

distributed to the Enabler Owners. The outcomes are summarised in Appendix B. If new requirements for 

the 5G security testbed are identified later during the project, they will be evaluated and the strategy of 

implementation will be agreed between the parties. This document essentially focuses on Release R1 

enablers (as defined inside deliverables D3.1 [2] and D3.2 [3]). 

Note that the ultimate goal of the testbed is to validate not only the enablers, but also the entire 5G-ENSURE 

architecture which they support. However, due to the time plan of the overall project (with the architecture 

work running in parallel) it is simply impossible to capture all architectural requirements at this point in time.  

However, this report has been reviewed by the Architecture taskforce (Task 2.4 of 5G-ENSURE), based on the 

current architectural working hypothesis. As the draft architecture is later completed (D2.4, M12), additional 

feedback will provided as necessary for possible later refinements of the testbed. Note also that already now, 

it is clear that certain architectural aspects cannot be fully tested within the scope of 5G-ENSURE. For 

example, network slicing is already now identified as a key component of the 5G architecture. However, 5G-

ENSURE is not developing a complete set of enablers for network slicing and therefore all aspects of network 

slicing will not be possible to test. The inability to fully test an important architectural concept such as slicing 

may at first seem unsatisfactory. However, note that the ongoing discussions in 3GPP still leave it quite open 

whether a complete solution for network slicing will ever be fully standardized. Thus, the potential validation 

of any concrete and complete implementation of slicing would surely give interesting insights, but is not 

critical at this time. 

As the testbed is in its early deployment stage, some of the identified tools are not yet operational. Thus, the 

description of these tools and their operational procedures are described at a high level in order to provide 

to the reader with a comprehensive description even though they are not yet available. 

During this phase of testbed architecture design, we have identified the need to establish and define specific 

NDA and Charter to improve the content of existing 5G-ENSURE Project Consortium Agreement. Those two 

additional documents will be defined and delivered inside the document D4.2 άTest planέ. They will cover 

the need to describe and establish rules for: 

¶ interconnection between remote systems / platforms and the testbed,  

¶ the resources (HW and SW) delivering and allocation between partners and users, and relative access 

rights management,  

¶ the usage of the testbed and partners respective Intellectual Property Rights protection,  

¶ Data and Confidential Information management, Privacy and resultΩs ownership, 

¶ Prevention of abnormal behaviours and process to handle potential conflict. 

The whole document is organized in 4 major parts: the testbed architecture, the testbed hosting framework, 

the testbed connectivity and the testbed operational procedures. 

1.1 General definitions  
This section covers the definition of a set of terms used in the following chapters of this deliverable: 
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1.1.1 Orchestration  

It is the automated arrangement, coordination, and management of complex computer systems, middleware 

and services [4]. 

Within the context of the 5G-ENSURE testbed, it refers to the tools allowing the automatic deployment and 

configuration of all the enabler instances running on the testbed. This role is not to confound with the one 

described for 5G networks MANO environment by ETSI NFV group. 

1.1.2 Hypervisor  

It is a computing node with virtualization hosting capabilities. This means that it is able to run Virtual 

Machines (i.e. VMs) on top of its Operating System. 

1.1.3 Black box 

A black box is a device, system or object which can be viewed in terms of its inputs and outputs (or transfer 

characteristics), without any knowledge of its internal workings. Its implementation is "opaque" (black) [5]. 

Within the perimeter of the testbed, it refers to components of the architecture that are delivered as 

functional block but which are not suitable to be modified.  

1.1.4 White  box  

Machine or system whose internal structure or processing is known in addition to the knowledge about its 

inputs, outputs, and the relationship between them [6]. 

Within the scope of the testbed, this term  refers to functional components that are suitable to be adapted 

to support new features like those ones brought by the 5G security enablers developed within 5G-ENSURE. 

1.1.5 Service function chaining  

A service function chain defines an ordered or partially ordered set of abstract service functions (SFs) and 

ordering constraints that must be applied to packets, frames, and/or flows selected as a result of 

classification.   

An example of an abstract service function is a firewall.  The implied order may not be a linear progression 

as the architecture allows for SFCs that copy to more than one branch, and also allows for cases where there 

is flexibility in the order in which service functions need to be applied.  The term "service chain" is often used 

as shorthand for "service function chain" [7]. 

1.2 Testbed r oles definition  
All the roles that will be used to define the operational procedures are described in this section.  

1.2.1 Testbed User 

Partners requiring to run activities or have access to the 5G-ENSURE testbed. They have access to the testbed 

resources and can request assistance when dealing with the 5G-ENSURE testbed operational procedures 

described in this chapter. 

1.2.2 Testbed Owner  

It is the partner providing one of the nodes hosting the 5G-ENSURE security testbed. Current testbed owners 

are VTT and b<>com. 
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1.2.3 Testbed Support  

It provides assistance to testbed users with regard to testbed activities. This applies typically to the execution 

issues related to the 5G-ENSURE testbed operational procedures described in this chapter. It should be 

composed of 5G-ENSURE Testbed partners.  

1.2.4 Testbed Operator  

It manages enablerǎΩ deployment within testbed and the operational status of the infrastructure. Its mission 

is mainly the orchestration of the framework and the provided tools. It is mainly composed of testbed owner 

technical operators. 

1.2.5 Enabler Owner  

It is the owner of one of the 5G security enablers delivered by the project. They are testbed members and 

they are involved on some specific procedures dealing with the security enabler management. Respective 

Enabler Owners are defined in D3.2 [3]. 

1.2.6 Test plan Editor  

It is a user that contributes to the editing of the test plan for the project security enabler validation. 

1.2.7 Test plan Executor  

It is a user that participates to the execution of the test plan and the collection of the results.  

2 Security Testbed architecture  

2.1 5G Security testbed requirements  
Since the kick-off of the 5G-ENSURE project, the testbed requirements have been collected through five 

majors steps described here after: 

step 1 ς During D2.1 [8] investigation phase, all contributing partners were requested to contribute 

to the hosting criteria evaluation survey, in order to identify the Release R1 subset of enablers and 

collect the first set of requirements for designing the testbed to meet 5G-ENSURE needs. As discussed 

above, due to the time plan for the architecture (D2.4), the uses-cases defined in D2.1 [9] so far as 

also served as one of the main sources to capture architecturally related requirements. 

step 2 ς During D3.1 [2] investigation phase, the integration framework needs for Release R1 and 

Release R2 were collected, and the testbed requirements identified during step 1 were improved.  

step 3 ς During Plenary meeting in Kista (15th to 17th March 2016), the testbed team proposed to 

rely on OpenAirInterfaceTM [10]  as integration framework which was agreed. During the same 

meeting, specific 5G network elements requirements for ŜƴŀōƭŜǊΩǎ deployment were identified. 

step 4 ς Collection of implicit testbed needs identified during the development of  D3.2 [3]. 

step 5 - Final validation of enablers testbed requirements during the Plenary meeting in Oxford (7th 

to 9th of June 2016). 

The collected requirements have driven the design phase of the proposed testbed as described in the 

following chapter. The result of all this work related to the enablers hosting requirements collection can be 

found on Annex B. 
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The testbed includes capabilities of service function chaining since Release 1 (based on Release 1 enabler 

subcomponents). The capability of service function chaining (SFC) will be naturally integrated in Release 2 as 

depicted in Figure 1.  

2.2 Testbed core architecture  

The 5G-ENSURE project proposes to define an end-to-end testbed architecture. The Release 1 of the testbed 

architecture is based on enablers requirements defined in D3.2 [3] and aggregated in chapter 2.1. 

Service function chaining will be naturally integrated in Release 2 as depicted in Figure 1.  

In order to provide an operational environment, b<>com will provide its Unifier Gateway. The Unifier 

Gateway is a prototype providing a scalable distributable Converged Access Control and Core (for Wi-Fi and 

LTE-x RATs), based on SDN and NFV technologies for new deployments and with the additional capability to 

control legacy equipment (Wi-Cƛ !tǎΣ ǎǿƛǘŎƘŜǎΧύ.  

Figure 1 shows the proposed architecture, where Network Functions such MME, HSS, etc are virtualized and 

run in different Virtual Machines as Virtualized Network Functions (VNFs) [11]. 

It may be noted that the final 5G architecture (defined by 3GPP) may not use exactly the same functional 

decomposition as 4G/EPC. For example, the 4G MME could be split into several functional blocks. For the 

scope of 5G-ENSURE, this has been deemed not critical. 5G-ENSURE focuses on security related enablers and 

it is clear that there will be authentication function in 5G, similar to the one of the current 4G MME.   

 

Figure 1: Unifier Gateway End to End architecture 

From the previous schema, it is possible to identify that there are several radio access possibilities. It is 

currently possible to use COTS (Commercial off the shelf) UEs, eNodeBs and Wi-Fi access-points as black 

boxes in legacy 4G operation mode. However, from the project requirements perspective, as identified in 
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section 2.1, a major point of interest for such a solution is the ability to modify Network Functions and 

integrate security enablers in the framework.  

Notice:  Within the scope Release 1, each whitebox component modified by a partner is considered as an 

enabler component. This includes, for instance, Wi-Fi AP, AAA, DHCP, SDN controller, Χ 

The Unifier Gateway architecture, as depicted on Figure 1, is a full end-to-end chain (RAN + ePC) based on 

Open Air Interface [10] which is an Open Source Framework and will be available for Release 2.  Enablers 

which are not based on OAI framework, will have to comply with whitebox testbed approach. 

Regarding the User Plane management, the P-GW and S-GW functions will be available for R2 based on 

OpenDayLight controller and the OpenVSwitch virtual switch. These components are also Open Source and 

would allow integrating 5G security based software in which it could also be possible to integrate the security 

enablers coming from the 5G-ENSURE project.  

 

Figure 2 ƛƭƭǳǎǘǊŀǘŜǎ ŀ ŘŜǘŀƛƭŜŘ ŀǊŎƘƛǘŜŎǘǳǊŜ ƻŦ ±¢¢Ωǎ ǘŜǎǘ ǎƛǘŜ ƛƴǘŜƎǊŀǘŜŘ ƛƴǘƻ ǘƘŜ ƻǾŜǊŀƭƭ ǘŜǎǘōŜŘ ŀǊŎƘƛǘŜŎǘǳǊŜ 

of the project. The test site is currently largely based on LTE technology but 5G services and features will be 

developed upon that basisΦ wŀŘƛƻ ŀŎŎŜǎǎ ƴŜǘǿƻǊƪ ƛǎ ōŀǎŜŘ ƻƴ bƻƪƛŀΩǎ ƳŀŎǊƻŎŜƭƭ ŀƴŘ ǎƳŀƭƭ ŎŜƭƭ ŜbƻŘŜ.ǎΦ 

OpenEPC [12] can be used to run core network functionality. The EPC runs on OpenStack/KVM virtualisation 

platform. All main EPC functionalities are included and multiple mobile devices (User Equipment, UE) can be 

connected to the network over real radio interfaces. In addition to real eNodeBs connected to the EPC, 

OpenEPC comprises eNodeB and UE simulators. In addition to E-UTRAN radio access, WLAN networks can be 

connected in a trusted and an un-trusted manner to the EPC. Internet of Things (IoT) radio network 

supporting multiple radio access technologies is integrated as part of the test network.  Note that current 

5G-ENSURE enablers are not dependent on layers below PDCP or NAS. 

Because each of the EPC functionalities runs on a virtual machine, the test site enables deploying multiple 

instances of the EPC, where different functionalities and features regarding studied security enhancements 

can be connected between different test sites of the overall testbed architecture. Note that the purpose of 

deploying several EPC instances is to provide a flexible testing environment. It is not to be understood as 

means for validating the 5G network slicing concept, though for future use, it may serve also such purposes.  

The EPC is connected to a service core network with a large variety of different services such as virtualisation 

platforms, Content Delivery Network (CDN) test network and IoT cloud system. A VPN tunnel router allows 

connecting the environment to other tests sites of the 5G-ENSURE project. VPN router resides in the service 

core network and it is connected over a 10 Gbps connection towards the Internet. 
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Figure 2Υ ±¢¢Ωǎ ǘŜǎǘ ǎƛǘŜ ōŀǎŜŘ ƻƴ hǇŜƴ9t/ 

With this two testbed nodes (b<>com and VTT), 5G-ENSURE has the ability: 

¶ to test different implementations (RAN, ePC, etc), 

¶ to provide multi-operator environment, 

¶ to allow the Enabler Owners to evaluate the efficiency of their enablers on multi-domain 
environment. 

 

2.3 Testbed detailed enabler 's roadmap  
The following roadmap is based on information collected inside D3.1 [2] and D3.2 [3] documents and the 

different contributions of Enabler Owners since the beginning of the project (see section 2.1). 

As input, we consider the list of enablers available for the release R1 of 5G-ENSURE project:  

Table 1: 5G-ENSURE Technical Roadmap for R1 (source D3.2 [3]) 

Category 5G-ENSURE security enablers Features planned for 1st sw release (R1) 

AAA Basic AAA enabler A pre-study is required in the time frame of R1, 
however, due to lack of resources, an 
implementation is not feasible for the same 
release. Prototyping can potentially be done 
for R2. 

 Internet of things (IoT) Group authentication 

 Fine-grained Authorization Basic Authorization in Satellite systems 

  Basic distributed authorization Enforcement 
for RCDs 

 Federative authentication and 
identification enabler 

none 

Privacy Privacy Enhanced Identity Protection Encryption of Long Term Identifiers (IMSI 
public-key based encryption) 

 End-to-end encryption none 

Radio Access 

Network

OpenEPC

VMWare / 

OpenStack

S-GW P-GW

ePDG

MME

ANDSFANGw AAA

HSS
PCRF

Trusted 

WLAN

Un-

trusted 

WLAN
IoT

UE
PaaS/IaaS

AAA, DNS, LDAP, 

VPN, etc.

CDN

IoT Cloud

Service core network

10 Gb
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Category 5G-ENSURE security enablers Features planned for 1st sw release (R1) 

 Device identifier(s) privacy Enhanced privacy for network attachment 
protocols 

 SIM-based anonymization none 

 Privacy policy analysis none 

Trust Trust Builder1 5G Asset model 

  5G Threat knowledgebase  v1 

 Trust Metric Enabler Trust metric based network domain security 
policy management 

 VNF Certification VNF Trustworthiness Evaluation 

Security Monitoring System Security State Repository Deployment model ontology 

 Security Monitor for 5G Micro-
Segments 

Complex Event Processing Framework for 
Security Monitoring and Inferencing 

 Satellite Network Monitoring Pseudo real-time monitoring 

  Threat detection 

 Generic Collector Interface Log and Event Processing 

 Proactive Security Analysis and 
Remediation 

5G specific vulnerability schema 

  5G specific vulnerability schema 
implementation 

  PulSAR interface with Generic Collector 

  first study of a scenario based threat 
management 

Network management & 
virtualization isolation 

Anti-Fingerprinting Controller-Switch-Interaction Imitator 

This enabler has already been developed and 

evaluated. See the technical report publicly 

available at http://arxiv.org/abs/1512.06585, 

which has been accepted for publication at the 

IEEE Transactions on Forensics and 

Information Security). Its open specification is 

not included in this deliverable, since no further 

evaluation of its features is planned in R1. 

 Access Control Mechanisms Southbound Reference Monitor 

 Component-Interaction Audits Basic OpenFlow Compliance Checker 

 Bootstrapping Trust Integrity Attestation of Virtual Network 
Components 

 Micro Segmentation Dynamic Arrangement of Micro-Segments 

 

                                                           
1 The features planned for this enabler in R1 have changed. Please see the status section of the Trust Builder specification 
for more information in D3.2 [3]. 
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Hereafter are reminded the deliverables and milestones originated from the 5G_ENSURE DoW and that will 

drive the work on testbed:  

Deliverables: 

¶ D3.3 and D3.7 5G-PPP security enablers sw release: Components delivered for integration in testbed 

(M11, M22), 

¶ D3.4.and D3.8 5G-PPP security enablers documentation: Installation and Administration Guides; 

User and Programmers Guides; Unit Testing Plan (M11,M22), 

¶ D4.1 5G security testbed architecture:  Description of the testbed including nodes and their 

interconnection as well as the list of network elements (M6 delayed to M8), 

¶ D4.2 and D4.3 Test plan: Description of how to evaluate the selected security enablers (M12, M18). 

¶ D4.4 Evaluation of the security enablers: Results of the testbed runs (M24), 

¶ D4.5 Testbed extension and operation plan including business model (M24). 

Milestones and expected result:  

¶ MS4.1 Testbed up and running (M9), 

¶ MS4.2 The first set of enablers implemented with evaluation plans (M14), 

¶ MS4.3 Enablers evaluated and roadmap for the 5G security testbed (M24).  

¢ƘŜ ǘŜǎǘōŜŘ ǎǘǊŀǘŜƎȅ ƻŦ ǊƻŀŘƳŀǇ ƛƴǘŜƎǊŀǘƛƻƴ ƛǎ ōŀǎŜŘ ƻƴ Ψeasiest ŦƛǊǎǘΩ ŎǊƛǘŜǊƛŀΦ Lǘ ƳŜŀƴǎ ǿŜ ǿƛƭƭ ƛƴǘŜƎǊŀǘŜ ǘƘŜ 

Release R1 enablers in 2 phases: 

¶ The first phase (R1) is composed with a subset of enablers which are relatively easy to integrate 

based on the enabler hosting requirements (See Annex B). During this integration phase, we consider 

that we are able to integrate 2 enablers per week.  

¶ The second phase (R1.1) is composed with the last part of enablers evaluated as more complex during 

the evaluation (see Annex B). During this integration phase, we expect that we are able to integrate 

one enabler per week. 

The R1 integration phase will start in M12 όhŎǘΩнлмсύ, with a duration of 4 weeks planned. The R1-phase will 

be based on the integration of following Release R1 enablers: 

¶ Internet of things (IoT) 

¶ Device identifier(s) privacy 

¶ Fine-grained Authorization 

¶ Satellite Network Monitoring 

¶ Generic Collector Interface 

¶ Component-Interaction Audits 

¶ Bootstrapping Trust 

¶ Access Control Mechanism 

The R1.1 integration phase will start in M13, with a duration of 8 weeks planed (+ 2 extra weeks to cover the 

end of the year celebrations). The R1.1-integration-phase will be based on the integration of following 

Release R1 enablers: 

¶ Micro Segmentation  
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¶ Security Monitor for 5G Micro-Segments  

¶ Proactive Security Analysis and Remediation  

¶ Privacy Enhanced Identity Protection  

¶ Trust Builder2  

¶ Trust Metric Enabler  

¶ VNF Certification  

¶ System Security State Repository 

Note 1: The integration of an enabler could start as soon as it is packaged in terms of software and 

corresponding documentation are available inside D3.3 άрD-PPP security enablers sw release (v1.0)έ  and 

D3.4 άрD-PPP security enablers documentation (v1.0)έ. Prior to the enabler delivery, it is the 9ƴŀōƭŜǊ hǿƴŜǊΩs 

responsibility to pass and succeed the sanity checks (unitary tests defined in D3.3 for each enabler).  Enabler 

is considered as integrated on the testbed when the Enabler Owner has successfully passed the sanity checks 

with the enabler instance running on the testbed. 

Note 2: The test plan of an enabler could start as soon as it is integrated inside the testbed, and tests are 

described inside D4.2 ά¢Ŝǎǘ Ǉƭŀƴέ (Provided that it has no dependency with other enablers not already 

integrated).  

The integration for all Release R1 enablers is estimated to be around three and a half months. This estimation 

is performed without any optimization and parallelization of integration tasks. Based on this roadmap, the 

integration phase of Release R1 enablers should be done by M16.  

 

Figure 3: Testbed integration roadmap 

                                                           
2 The features planned for this enabler in R1 have changed. Please see the status section of the Trust Builder specification 
for more information in D3.2. 
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3 Testbed hosting f ramework  b<>secure 

3.1 Overview  
This section describes the tools available on the framework on which the testbed will be instantiated in 

b<>com premises. B<>secure is a multi-tenancy environment isolated from corporate resources. It is 

dedicated to Network & Security R&D domain for the instantiation of operational platforms. B<>secure could 

be seen as a framework capable of instantiating for each tenant an independent 5G-capable infrastructure. 

For each tenant it should be possible to apply the NFV/SDN [11] principles as defined by the ETSI [13], and 

the slicing and micro-segmentation security concepts [9] [14] that will be delivered by the corresponding 

security enablers. 

The framework is provided with orchestration tools allowing for the instantiation and management of the 

configuration of the instances running in the environment. It will provide a 5G-ENSURE security enablerǎΩ 

catalogue service and a test management tool. 

The framework is connected to the corporate RAN (either Wi-Fi or LTE advanced) allowing for the booking of 

radio resources during test sessions. It is also connected to corporate tools that provide basic features like 

AAA and network services. Finally, it has access to permanent storage for test logs and session outputs 

created during the period of the project.  

Figure 4 illustrates the high level architecture diagram: 

 

Figure 4: b<>secure HLD architecture 
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A tenant on the framework can be accessed remotely or interconnected with remote sites. This topic is 

described in the next chapter. 

The next sections will cover a high level description of the framework building blocks. 

3.2 Orchestration  
The goal of the framework is to be able to easily handle the deployment of components and to ease up-

scaling. The instantiation and configuration management tools apply to both virtual and bare-metal hosts. 

This allows handling of complex scenarios like telco infrastructures. 

An important topic to highlight is the bare-metal host management within the framework: the hosts must be 

dedicated to the given tenant, even when they are running as hypervisor (for virtual machine hosting). This 

means that a given bare-metal host can only be assigned to one tenant at a given time. The reasons for do 

so are the following:  

¶ Access to the Hypervisor: It is foreseen that a security enablerΩǎ ƻǿƴŜǊ may need to access the 

hypervisor host in order to install enabler(s), capture traffic or collect logs. This is required in order 

to configure components like the hypervisor switch, monitor virtualization related information and 

perform traces. 

¶ Resource competition: Prevent competition on hypervisor resources from several tenant instances. 

¶ Tenant physical isolation:  There are some threats linked to the virtualization. When running VMs 

ŦǊƻƳ ŘƛŦŦŜǊŜƴǘ ǘŜƴŀƴǘǎ ƻƴ ǘƘŜ ǎŀƳŜ ƘȅǇŜǊǾƛǎƻǊ ƛǘΩǎ ǇƻǘŜƴǘƛŀƭƭȅ ǇƻǎǎƛōƭŜ ǘƻ ǇŜǊŦƻǊƳ ŀǘǘŀŎƪǎ ŦǊƻƳ ƻƴŜ 

tenant to another. Note that the proposed isolation is with regard to the experimentation 

framework, in order to allow hosting different testbeds within the same facilities. This isolation 

should not be assimilated to the one that should provide the slicing within 5G networks. 

Some of the threats mentioned above can be the target of the implementation of some of the security 

enablers from the network management cluster within 5G-ENSURE. The environment will be adapted to 

allow performing the required tests in the perimeter of the 5G-ENSURE tenant.  

The rest of the section will cover the security enablerǎΩ orchestration only. The deployment of hypervisors, 

network equipment and any other component that is not part of the tenant itself, is considered out of the 

scope of this document. 

3.2.1 Enabler deployment  

The orchestrator has been designed to perform the installation from scratch. This ensures that the right 

drivers will be loaded to satisfy the requirements on each host whether it is physical or virtual.  

The main deployment steps are the following:  

¶ Identify the host used to instantiate the enabler 

¶ Define the operating system to install  

¶ Provide a basic network configuration with the management network IP  

¶ Deploy the basic Operating System installation, configure the management network and enable SSH. 

Once the deployment of the base system is done, the system customization will be performed by the 

configuration management agent. 
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3.2.2 Configuration management  

One of the key advantages of using a configuration management tool is to centralize the actions that are to 

be performed platform-wide during its life-cycle like: 

¶ Keep all components up to date.  

¶ Reconfigure components. For instance, if a change is operated on the engineering rules, it can be 

applied in one click to all the components.  

Within the scope of the 5G-ENSURE testbed, the configuration management will allow, once the base OS 

installation is done, to:  

¶ Install the missing system packages, 

¶ Setup of ǘŜƴŀƴǘΩǎ engineering rules,  

¶ Customize the experimentation network, 

¶ Deploy the enabler from the catalogue, 

¶ Configure the enabler. 

Installing the missing system packages allows completing the system installation to fulfil its role on the 

platform. This can be for instance, the installation of the virtualization environment for a hypervisor, 

OpenVSwitch, or the X Window System for a desktop. It will also allow installing the packages required to 

apply the engineering rules, like LDAP or rsyslog.  

Setup of tenantΩǎ engineering rules, in the case of 5G-ENSURE, will perform the following tasks: 

¶ the LDAP agent will be configured to request the corporate directory for system login,  

¶ the time service will be configured and synchronized with the same time server to grant time 

consistency across the platform components, 

¶ a NAS volume will be mounted on the system to store collected data from test runs,  

¶ rsyslog will be configured to collect some information for accounting purposes. 

The previous engineering rules comply with the Testbed ownersΩ Corporate Security Policy. They may be 

enhanced by other rules specific to the project.  

During host instantiation, only the management network is set up. It is thus required to customize 

experimentation network on the host with regard to the enablerΩǎ needs. This may include setting up an 

OVS configuration in some of the cases.  

Deploying the enabler from the catalogue and configuring it  using the configuration management tool is an 

optional stage, although it is highly recommended. The automatic deployment of a security enabler needs a 

configuration-template phase based on collected owner information, in particular regarding the security 

enablerΩǎ dependencies. In order to build the enabler configuration template, collaboration with the Enabler 

Owner (See Annex B for more details). 

3.3 Virtualization  
Special attention is required in order to grant the proper operation of the network functions when they are 

virtualized (NFV) [11]. This is because some of the VNFs deal with real-time processing of the user plane data. 

It is well known that virtualization is not the most suitable solution to handle real-time processing constraints 

[15]. 
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 The testbed focuses on a single hypervisor: Kernel Virtual Machine (KVM). The choice is based on the 

enablerΩǎ ƘƻǎǘƛƴƎ ǊŜǉǳƛǊŜƳŜƴǘǎ ŎƻƭƭŜŎǘŜŘ ƛƴŦƻǊƳŀǘƛƻƴ ŀǾŀƛƭŀōƭŜ ƛƴ !ƴƴŜȄ B. In order to grant the best 

performances for the VNFs that will be hosted on the framework it will implement the recommendations for 

the KVM hypervisor [15].  

The following schema shows a high level design about how network connectivity is designed on the 

hypervisor: 

 

Figure 5: Hypervisor network design 

As shown on the schema, there is an out-of-band management interface (depicted in blue in previous figure) 

providing resilient management using Linux bridges for all the components running on the hypervisor (the 

VNFs and the hypervisor itself).  

Notice that some of the enablers provided by the 5G-ENSURE project, like those from monitoring and network 

management security clusters need to be deployed or require configuration on the bare-metal hosts. In order 

to cope with this requirement, the hypervisors are dedicated to the testbed and are accessible for testbed 

users. 

The experimentation network will be handled by an OpenVSwitch instance running on the hypervisor. The 

OVS will be either SDN capable or behave as legacy L2/L3 switch depending on the requirements from the 

VNFs running on the hypervisor and the nature of the network that is connected to the VNF.   
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At the VM level, each connection to a given bridge on the experimentation OVS will be seen as a network 

interface by the VM.  

3.4 Access control & Accounting  
According to b<>com corporate directives, it is required to have personal access to the resources. In this way 

ƛǘ ƛǎ ǊŜǉǳƛǊŜŘ ǘƻ ŎƻƴƴŜŎǘ ŀƭƭ ǇǊƻǾƛŘŜŘ ǊŜǎƻǳǊŎŜǎ όǘŜƴŀƴǘ ƛƴǎǘŀƴŎŜǎΣ ŎŀǘŀƭƻƎǳŜΣ ǎǘƻǊŀƎŜΣ Χύ  ǘƻ ǘƘŜ ŎƻǊǇƻǊŀǘŜ 

directory in order to grant a fine grained access control across all the resources allocated by b<>com to the 

project. It is also required to keep track of the activities performed during the connection to the platform.  

All partners of the 5G-ENSURE project will be able to create an account within the testbed which will allow 

them to access to resources available on the platform. The authentication will use a login and password 

scheme. 

At the time of the writing, it is not yet identified whether it is required to have a more accurate access control 

to the resources (like per enabler or per security cluster). This can be implemented if required, but needs a 

clear definition from the partners about who can do what.  

At the moment, three groups have been defined to be compliant with the default policies:  

¶ Manager: In case some extra privileges are needed for some of the partners in order to manage the 

5G-ENSURE testbed. For the moment, only b<>com staff will be able to perform platform 

administrative / management tasks. 

¶ Member: By default all project partners are members of this group. It provides basic access control 

ǘƻ ŎƻƴƴŜŎǘ ǘƻ ǘƘŜ ±tbΣ ŀŎŎŜǎǎ ǘƘŜ ŎŀǘŀƭƻƎǳŜ Χ  

¶ Member with restricted access: This group is meant for members that for some reason will not have 

full rights within the platform. This can be the case, for instance, of non-technical users that may 

ŀŎŎŜǎǎ ǘƘŜ ǘŜǎǘōŜŘ ǇƭŀǘŦƻǊƳ ōǳǘ ǿƻƴΩǘ ōŜ ŀōƭŜ ǘƻ ǇŜǊŦƻǊƳ ŀƴȅ ŎƘŀƴƎŜΦ  

Within the perimeter of the enabler instantiation, the authentication and access control will be granted by 

an LDAP connection between the PAM (Pluggable Authentication Module) agent on the host and the 

corporate directory. 

The accounting will be handled at two different levels:  

¶ At corporate wide level, where wide accounting will allow to collect data from the network, the 

framework systems and the corporate services that are provided for the testbed. 

¶ At testbed level, where accounting information from hosts deployed on the testbed will be collected. 

Corporate accounting is out of the scope of this document. Concerning the testbed accounting, the following 

information will be collected at least:  

¶ Login attempts:  all login attempts, successful or not, will be collected. 

¶ Connections: All successful connections will be logged (start time, end time). 

3.5 Enabler catalogue  

The testbed will provide a catalogue tool allowing for the creation of a repository with the 5G-ENSURE 
enablers that will run on the testbed. Such a tool allows having a centralized and homogenous environment 
to handle the enabler deployment on the testbed.  
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The entry point for the testbed team would be the release of enablers through software and accompanying 
documentation namely following deliverables to come: 

¶ D3.3 and D3.7 5G-PPP security enablers sw release: Components delivered for integration in testbed 

(M11, M22). 

¶ D3.4 and D3.8 5G-PPP security enablers documentation: Installation and Administration Guides; 

User and Programmers Guides; Unit Testing Plan (M11, M22). 

 

It would be the basis for testbed team to make enablers integrated, tested and available through the 
catalogue in scope.  

 

To minimize effort requested to get it done tools and formats to be used were investigated by the testbed 
team and defined as follow. 

 
The tool that has been selected by the testbed is Artifactory [16] which provides the support for almost all 

formats of packaging in GNU/Linux environments. This tool covers all the packaging needs identified by the 

ŜƴŀōƭŜǊΩǎ ǘŜǎǘōŜŘ ƘƻǎǘƛƴƎ requirements (see Appendix B) criteria evaluation. Main Artifactory functionalities 

used for the project are:  

¶ Create a 5G-ENSURE local repository. 

¶ Host a local proxy for official repositories of different GNU/Linux distributions.  

Within the scope of 5G-ENSURE, based on the Operating System chosen by the Enabler Owners for enabler 

delivery, and in order to minimize the complexity of the management of the enablers deployment and 

catalogue maintenance, the list of supported distributions in Release 1 are:  

¶ Ubuntu packages using apt-get tool [17].  

Notice that Ubuntu distribution is a Debian fork. Both distributions share the same packaging system 

and the same repository structure 

¶ CentOS packages using Yum tool. [18]. 

Other delivery methods associated with virtualized environments could also be envisioned to be supported: 

¶ Vagrant images. 

¶ Docker containers [19]. 

However, two important drawbacks for a specific delivery method for virtualized instances are:  

¶ It will prevent instantiation on physical environments, which is one of the key features provided by 

b<>secure framework. 

¶ It will get more complex to ensure that the engineering rules are properly applied to the instances 

ŀƴŘ ǘƘŀǘ ƛƴǎǘŀƭƭŀǘƛƻƴǎ ŀǊŜ άŎƭŜŀƴέ. 

The repository will be connected to the corporate LDAP server allowing users to authenticate using their 

testbed credentials. This will ensure that it is possible to apply the adequate access level restrictions to the 
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local repositories, either for adding new packages to the repository and to pull the packages from the 

instances deployed on the tenant. 

The following schema illustrates the way the instances will be able to access the local catalogue in order to 

install the distribution packages and the project enablers.  

 

Figure 6: Access to the catalogue from the instances 

The next schema shows how the catalogue gets populated.  










































































