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D2.2 Trust Model (draft)

Executive summary

Trust is a response to risk. A decision to trust someone (or something) is a decision to accept the risk that
they will not perform as expected. To manage risk in a s@dbnical system such as a mobile network we
need to understandvhat trust decisions are being madbge consequences d@ghosetrust decisions and we

need information on the trustworthiness of other parties in order to make better decisions.

New business models and new domains of operaiiorbG networks facilitated by network function
virtualisation and software defined networking bring increased dynaméditgpared to 4@nd an increase

in the number of stakeholders and associated trust relationsiNpsv relationships bring new risks that must

be undersood and controlled and in a system as complex as 5G this implies the need for a trust model which
can model the system, highlight potential risks and demonstrate the effect of adding controls or changing
the design.

This document takes the first steps tavds such a trust model. Firstly we discuss and define terminology.
This is essentighs in common speech terminology can be quite muddled but in trust modelling we must be
precise. We then review the state of the art in trust modelling, firstly lookinguaan trust factors (as
humans are essential components of 5G network scenarios), understanding how humans make decisions on
whether to trust or not when dealing with other humans and when dealing with machines. Secondly we
review work on machine trustmachines of course only follow the instructions given to them through their
software code by humans, but we review what the options are and the indicators for trustworttihetger

entities, whether they are humans or machinésnally we look at trusand trustworthiness by design
technigues which we recommend for ubeth during the design of 5G and when changing the design of a

5G deployment by adding or removing elements.

To understand 5G networks we must first understand 4G networks, and this tSsM@vered in the next
chapter, looking first at the actors and business models of 4G (including where they touch on satellite
services) and then extracting the trust aspects of the 4G network. Following this we review how the actors
and business modelare expected to change as we move to 5G, bringing in new domains and new
opportunities for operators (both terrestrial and satellite). Here we also review the majority of the 5G use
cases identified by 5GNSURE in an earlier document, identifying thetiestinvolved and the trust issues

in each one.

The final chapter brings all this information together fitstly discuss privacy aspectben analyse the
relationships between 4G stakeholders (demonstrasngprising complexity even there) afidally lay out

a proposed approach for the work in EINSURE which will culminate in a machine understandable trust
model able to assist stakeholders in managing risk.

As this document is a “draft” trust mo doaclusions he n
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Foreword

This document was originally entitled “Trust mode
second deliverable “Trust model (“M2Ut”)’' at PM18
that the separatiorof the user to user and machine to machine trust aspects from the machine to user trust
model was notusefthnd it was decided that this document sh

follow it with *“Trust mo dssihgal userand rmachine colmtnations.d o c u me

The document has been written in cooperation with the writing ofP@2.Ri sk assessment, r
requirements (draft)’ . It is informed by D2.1 *‘ Us
on architecture currently proceedirand to be reported in D2.40f course, the trust model also informs the

work underway in WP3 in the Trust and the Privacy tasks.
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1 Introduction

The characteristics of the 5G use cases are quite different from any previous generation network, which
implies that the 5G trust model must be carefully analysed and defined. The trust model used in networks up
to and including 4G has been relatively &abver the last 20 yeardsnvolving actors such as the
user/subscriber and two network operators (home and servidpwever, we note that even in this
seemingly simple case, the actors and trust relationships are complex and the complete trust mdd&| for
has never been defined.

A 5G trust model is required to assist in the design and operation of 5G netwheksegurityenablersand
architecture being developed in the projecteed to enable and facilitate trust in the dynamic 5G
environment taking nto account human and machine factors.

Due to the dependency between deliverables of -BRBSURE (specifically Trust Model,
Threats/Requirements, and Security Architecture), the project has adopted the approach of working in two
iterative cptltes8. ofntheakt htde corr espotnidmen’g pciprotr
the project. These drafts will then be refined in

This* d r documeént takes a first step towards defining the actors ansitess models for 5G and tireist
and liability model between these actors, supporting the identified business use ddmeshapters on the

“State of the Art in Trust Modelling”™ and “Trust
chapteron “ Trust in 5G Net wa of 6Gdctors may Iperradinethenanalysisroffuse t h e
cases will be extended to include (at least) all the use cases frcB SG URE D2. 1 “Use Ca:
analysis of all the use cases will be taken to the he&tv e | of detail. The “Trust

and at this stage outlines the approach and dependencies.

2 Terminology
Trust as a concept is of interest in many different research disciplines including psychology, sociology,

economics, and evem lw , as wel | as in | T. Each discipline ha
inevitably over time, each understanding has become specialised to address the needs of its research
community. Consequently the word is often used in a narrow techrsiense, e.g. th®ASIS t andar d * W

T r u[@/$Trust]has nothing to do with trust in a human or social sense, but relates to the verification of
remote assertions from different sources in IT systems. Unfortunately, such narrow definitions may also limi
the scope of research into trust, and lead to models that fail to capture all its relevant dimensions. They
certainly make it difficult to communicate the results of research with other research communities or with
the general public.

To avoid these prdbe ms o f jargoni sed’” terminology, we prorg
word in English. The definitive source for this is the Oxford English Dictionary (OED), which gives the following
common definition:

Trust:firm belief in the reliabilty, truth, or ability of someone or something.

The OED goes on to discuss other less common uses, including specialisation to acceptance of a statement

as being true. This Tsr ucsltds earndt a st hreo rnee aonfintaedl iuns e'c
context, the broad definition is often needed. For example, in the Internet Security Glossary v2 (RFC 4949)
[Shirey2007] trust is defined as “..a feeling of certain

671562 SGENSURE 6



D2.2 Trust Model (draft)

(a) that the system will notadl or (b) that the system meets its specifications (i.e., the system does what it
claims to do and does not perform unwanted funct.i
of trust related to security tokens such as X.509 certificates. HEEGURE, we need to consider trust

bet ween different actors as well as between actor
that the full, broader general English definition should be used.

We can also then define:

Trustor: a person or thinghat has trust in someone or something else.
and

Trustee (or subject): the person or thing in which the trustor has trust.

Given the above definition of trust, it makes sense to look at the same source for the definition of the term
“trust woArctchoirndeisnsg .t o the OED this means ‘the abil

doesn’t quite match the full sense of “trust’ wt
truthfulness. We therefore propose the following slightly diéfet definition in 5SGENSURE:

Trustworthiness: the property of being reliable, truthful and capable.

This definition initially seems circular, equival

trust is a belief, i.e. it is a subjaee view held by the one who trusts. However, trustworthiness is a property

that could be measured objectively for an actor, system or system component. In fact, RFC 4949 refers to a
‘“trustworthy system’ as “ A s yrartsdhat trashbacausette tsystemisl y i
behaviour can be validated in some convincing way
we need to consider trustworthiness of actors as well as IT systems and components, and allow for the
possibilty that a system might be trustworthy yet still not be trusted, so we prefer to use the less specific
definition in 5GENSURE.

The optimum situation is when trust in an entity and the trustworthiness of that entity are in balance. If trust
in an IT systens lower than its trustworthiness, the trustor will use the system less than they could safely
do (failing to reap the full benefits), or they may take precautions before they start to use it (adding to their
costs). If trust is higher than the trustwortréss of the system, the trustor will be exposed to more risk than
they think, and may end up coming to some harm.

This raises an important point, that trust is related to the acceptance of risk. (If fact many lawyers would
argue that the definition of trusshould be in terms of risk, and that trust only exists if the trustor
demonstrably accepts a level of risk).

Risk: exposure (of someone or something valued) to danger, harm or loss

In classical risk analysis, including information system risk managdmsatl on ISO 27001, a risk exists
where there are potential threats, i.e. a threat is a source of risk. Here we need to move away from the strict
English definition, which encompasses the notion that a threat is a statement of intent to cause harm or loss.
In the context of 5S@ENSURE, it does not matter whether or not intent to cause harm exists or is
communicated. The definitions from RFC 4949 are actually more useful:

671562 SGENSURE 7



D2.2 Trust Model (draft)

Threat: a potential for violation of security, which exists when there is an entity,ccimstance, capability,
action, or event that could cause harm.

RFC 4949 makes it clear that threats could be i/
entity), or ‘accidental’ (ar i si nggoésroo tomdefine furtheri nt er
terms describing the structure of a threat:

Threat action: a realization of a threat, i.e. an occurrence in which system security is assaulted as the result
of either an accidental event or an intentional act.

Threat consequence security violation that results from a threat action.

Threat agent: a system entity that performs a threat action, or an event that results in a threat action.
Finally, we can add two more definitions that are important in risk analysis:

Threat likelihod: the probability that a threat is realised, i.e. that the threat action will occur.

Threat impact: the level of harm caused by the threat consequence.

In conventional risk analysis based 8027009 or (more generally]ISO 3100Q], the level of riskg
determined from a combination of threat likelihood and impact. The correct treatment depends on the level
of risk, the main options being to:

T accept the risk (i.e. trust that it won’'t aris

9 avoid the risk (by disengaging with the untrusted entity);

9 transfer the risk (e.g. by insuring against the risk or reaching an agreement with someone else making
them responsible); or

91 reduce the risk (by using security measures to reduce the threat likelihood or to mitigate its
consequences).

Finally, we can specifyhat we mean by a trust model:

Trust model: a basis for understanding and analysing the role played by trust (in a¢ectmical system),
and using qualitative and where appropriate quantitative measures of trust and trustworthiness.

With these definitims, one can consider three basic questions that always arise in any consideration,of trust
which should be captured and answerable for a system by using the associated trust Tl are:

1 In what does the trustor trust?
9 How much should the trustor tsi?
1 How much does the trustor trust?

The first of these questions is really equivalent to a question about risks, i.e. what risks does the trustor
accept? If we want to model this important aspect of trust, we need to model risks. The trust model in 5G
EN®JIRE should therefore capture the potential risks identified byEBBURE, including any risks to 5G
system components, applications or stakeholders.

One risk often found in remote interactions in IT systems is the risk that someone or something is not who
or what it claims to be. This is why RFC 4949 contains so many terms related to trust that are concerned with

671562 SGENSURE 8
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the role of trust in establishing identity. Other potential risks include the system or network not achieving
the expected level of performance,he trustor’s data | eaking to some
by some other entity not being valid or truthful, or another stakeholder of the system acting fraudul&lhtly.
these types of risk apply to 5G networldne of the biggest areas abncern is that part of a 58ased system

might be hacked by a malicious party who then makes it act in a way it should not. Trust in an IT system
always involves a measure of trust that system components can resist malicious attempts to compromise
their integrity.

The second question is really a question about trustworthiness, i.e. how trustworthy is the entity that the
trustor trusts? This should always be qualified a
entity, which of course epbends on which risks the trustor accepts. It is possible to produce objective and
guantified responses to questions about trustworthiness, in terms of the probability that the trusted entity

wi || fail to meet the tr udhisdsrby examaixngothe pastgperformanse.of On e
the trusted entity—if it met an expectation 90% of the time, then one could claim that its trustworthiness in
that respect is 90%. I f the trustor doaemitythenhave

they won't be able to formulate such a measure o
measured by using reputation systems which aggregate the experience of many trustors. Of course, the
trustor then has to decide whetheottrust the reputation system. Also, one ought to consider the possibility
that the trusted entity’s aim is to accumul ate a
malicious act, which makes the wait worthwhil€omponents in 5G netwks inherited from 4G networks

wi || inherently be more trusted than new 5G compo
upon.

The last question, concerning how much trust a trustor has in someone or something is very difficult to
answer.At onelevel, one can argue that the trustor either trusts an entity or they do not, and if they trust
the entity they will accept risks that the entity fails to meet their expectations. At this level one could say
trust can be measur e bdehdvigur. Dheistrist leviel wild eithehbe 100% ar 8% with ' s
respect to each risk, depending on whether or not their behaviour indicates they accepted that risk (i.e. the

|l awyer's definition). This overlboks the frostbha
trusted entity may be as important as whether they acted on that belief. Unfortunately there is no easy way
to measure the strength of an individual’'s subjec

of belief in a collection of equivalent potential trustors, by examining what proportion of them accept a risk.

If 70% do trust an entity, one might argue that in the population of potential trustors, the level of belief in
that entity is 70%. This type of afgach is often used in trust surveys, which seek to estimate trust levels by
asking a group of respondents how they would act in certain situations given certain knowledge. If one is
mainly interested in balancing the level of user trust against the tradtiiness of the system they use, this

is a useful measure of trust because it allows one to determine how many users will take the risk, and hence
how many will reap the benefits of using the system and also (given its trustworthiness level) how many will
be harmed.
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3 State of the Art in Trust Modelling

3.1 Human Trust

3.1.1 Human to human trust

Our definition of trust, as described above, draws on the most universally accepted understanding of the
concept, which has its origins in the notion of trust as it pertains to hutogruman relationships. These
notions were subsequently incorporated inb@nceptualisations of trust between humans and technology
based systems. It therefore makes sense to consider first the findings from previous research regarding the
level of trust humans have in IT systems another humans or organisations, and tfeetors that influence

this.

Researchers investigating trust frahis human perspective have defined trust in many different ways in the
literature. Although often conflatedavith trustworthiness Cheshire2011], [Colquitt2007]} which is(in the
context d human relationshipsd perceived characteristic of the person or thing tathested, there is some
consensus surrounding the core themes used by researcheefitoe trust Lewicki2006]. The key elements
of trust include the trustor having confidenkpectations about the trustee, and a willingness in the trustor
to risk making themselves vulnerable to the actions of otHesased on an expectation of a positive outcome
[Mayer 1995].

Mayer et al identify several distinct aspects to the formation aigt by one human in another:

9 ability: the domainspecific set of skills that enable another to be capable of achieving something as
desired by the trustor;

1 benevolence the willingness of another to look beyond their own daterest and genuinely seek
the good of the trustor;

1 integrity: the perception that another meets the criteria which the trustor finds acceptable;

9 risk taking that the trustor accepts a risk that adverse consequences may ensue if their trust is
misplaced;

9 trust propensity. the charateristics of the trustor that influence their willingnessttoist;

1 context: though not explicitly highlighted in the model, this includes the dynamically changing
perception ofthe political, social and economidimate and organisational influences, ea@pming
from the truandor’' s employer

9 outcomes the result of a trusting behaviour which will cause the trustor tevaluate whether trust
is warranted in future interactions.

In subsequent researcfSchoorman 2007]Mayer acknowledged that this modakoided or neglected

several important issues including relationships (e.g. between trusted and untrusted entities)cehosal
similarities or differences which may reinforce or weaken the propensity to trust another, the effect of
reciprocal behavior (e.g. if mydoctorc an’'t r ecal | my name, I may trust
effects whereby if trust is breached, whether the trustee apologises and seeks to remedy the situation may
effect subsequent trust.

Trust, from the psychologicat mental perspective, ialsosubjective [Lee 2004]n a review of human trust
decisions(actually about technology define trust as the attitude that an agent will help achieve an
individual s goals in a situat i oThisencanpassedtremnatianed b
of ri sk taking which forms par tisbagdorivea gtigude, whicms d e |
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not based on objective factSome argue that trust (or distrustan only emerge when there arenenough
objective facton which to makedully rational decisions. However, trust can be informed by objective facts
such as theyualifications of the trustee (which provide an objective measure of their ability).

Another factor that is relevant is the importance of the decision, i.e. whetitvere is something important
at stake. I f muichtwhattioeeogtaornet isi.envehéettieetime agent proves trustworthy or not,
then it could be argued thahe requiredlevelof trust islow. This should always be seen from the perspective
of the trustor. f a stranger asks you to borrow your mobile phone faeaiod of time giving he phone to

him or her requires high level ofrust that they will notprove to be untrustworthy andgil to return it Of
course,a wealthy persommay feellosing a phone is not a big deal, and for them lending their phone to a
stranger may require aWer level of trust The importance of a trust decision is subjective, depending on
the attitude of the truste as well aghe potential favourable or unfavourable outcomgem thet r ust or ' s
perspective One can certainly argue thhaighertrust levels ae neededwhenthe trustor feelsthere is more

at stake. However, it is also clear that a trustor may be more likely to smisther when there is less at
stake.This is a significant poirtwhich interpretation is most useful in the context of HBISUREThis point

will be discussed in Secti@n

[Gambettal99§ also refers to this combination of risk and subjectivity, based on the definitiorfthat . t r u s
(or, symmetrically, distrust) is a particular level of the subjective pridiatvith which an agent will perform

a particular action, both before [we] can monitor such action (or independently of his capacity of ever be
able to monitor it) and in a context in which it
refers to subjective evaluatiohy the trustor. Gambetta discusses the fact that even apparently objective
facts can only be perceived subjectively when a trust decision is made, and highlights possible reasons why
these facts may be open to question byettrustor, e.qg. if the trustor and trustee have conflicting interests

that may lead to misrepresentation or misinterpretation of their respective qualities. Note also that
Gambetta explicitly links trust to the anticipation of sofa¢ure situation. Trustwrthiness will be shown in

the future, when eventsfuture will have important consequences to thristor. Until then, the trustor is

limited to subjective judgements based on trust.

[Capra 2004] referring tGambettaalso notes thatrust is also asymmeitr, meaning that two agents need

not have similar trust in each other. This refers to the situation whenreistted matters are considered to

take place among two people or groups of peodlhis is partly due to the fact thatust is subjectiveso

even if the objective facts are symmetric (i.e. both sides are equally trustworthy), subjective perceptions and
trust decisions may still differ on each side. Of course, trust may also be asymmetric because the two sides
have different characteristics, whichayremain evident to each side despite the subjectivity of their mutual
assessments. Finallirust is dynamic as it tends to be reduced if entities are misbehaving or;wicea,
increased if agents are doing wédkperiences affect trust so that itat sense, trust is not blind.

To sum up, human trust can be described as

9 subjective as it depends on individual goals and preferences or attitude, that is, is based on
something deeply personal

based on evaluatiorwhich involves the awareness of uncentyi of that evaluation

related to theimportanceof the potential outcomegor the trustor;

oriented towards future the future will show the consequences of (justifiedasplaced trust;
asymmetricas it does not have to be mutyal

=A =4 =4 =
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1 context dependentso that it is hard to foresee when trust takes place in the future in different
situations and

1 dynamicin the sense that trust can transfer into distrust or vice versa depending on how the
anticipated situation is in accordance with the actual situatio

3.1.2 Trust in technology

Al t hough Mayer et al.’'s definition is based aroun
successfully in other settings including trust within teams, organisations and (importantly here) to trust in
technology [ewicki 2006], [Li 2008] Despite this, some question whether the characteristics of human
trusting beliefs can be applied to trust in technoldgve been presentefBoliner 2012]Sollner et alargue

that since technology has no volition (i.e. no choice or will as to whether to behave in particular ways), it
cannot be considered as a subject of trust. However, [McKnight 2011] argue that (as in trust between
humans), trust in technology existsdar contextual conditions involving risk, uncertainty and lack of total
user control. Even though technology | acks mor al
trustor’s expectations), the c Bonexample, aaafhastno freswill, i n
yet we trwust (or don’t) that it will work when we
importantly) stop when we issue the appropriate commandbkerefore, trust in technology reflects a

tust or’ s belief in the technology’'s characteristioc
accepting vulnerability to system failures even if the trustor considers such failures to be unlikely. This line

of reasoning has been used by maegearchers to construct definitions of trust in technology to suit their

pur pose. For exampl e, [ Xin 2012] define trust i n
particular IT to perform a task.

Theoretical frameworks of trust in techna@yg have also evolved from models of trust between humans
[Li2008] The same arguments have surrounded these developments, with some researchers arguing that IT
systems can be perceived as social actors mirroring characteristics similar to humans. &ogs fiave

been used by some to argue that models of huatahuman trust and the factors believed to underpin the
decision to trust can be applied to e2001]. &oweverpe opl
others have warned that trushitechnology has a different character. For example, [Dijks@&9] found

that in some situations people expect computerised systems to be more objective and rational than a human,
and are more inclined to trust them than human advisdnssome situatioatechnology can be trusted too

much so that even malfunctioning is not perceived as something detrimfP@ahsurama2007], so thaif

trust in technologyis relatively high, occasional failures do not remarkably reduce trust on it unless the
failures ae sustainedHowever, trustin technologymay alsobe more fragile than humato-human trust
[Madhavan 2007]In some cases it seems this is due to the fact that when users have high expectations that
a technology will not fail, they are inclined to oveact when it does fail, leading to a drastic reduction in
trust [Dzindolet 2002]This also works the other way round; technologsyalso be distrustedo muchthat
everytime the technology does not worthis convictionis strengthenedirrespective of he reason of the

failure (such as inability to use technology or some other reason, not necessarily originating from the
technology itself).

One other interesting finding is that where technology plays a role in mediating interactions between
humans, tust between humans and trust in technology become coupled in complex ways. For example, if a
patient trusts their doctor, and the doctor acts in a way that suggests the technology is not a positive factor
in their relationship, the patient may lose trust the technology [Hooper 2015]. This suggests that to fully
capture trust in technology, one should avoid the common practice of considering human actors to be
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external to the system. They should be treated as part of the system in which they may or niaystnd his
is also a feature of the OPTET approach to trust modelling (see S&&i8n

Technologyis routinely used to automate tasks that might otherwise be carried out by hunhaas. early
analysigParasuraman 1997Parasuraman and Rilewpted thathumars typicallyuse automatiorto reduce
their workload, and this motive interacts with (subje®) assessments of risk and trustworthiness and leads
to different ways of using technology:

1 Use: simplythe normal, expected way to use technology

1 Misuse:overreliance on automatiortrusting it to possess higher qualities than are actually present,
which may lead to using technologyhen it should not be used

9 Disuse rejection of the technologywhen its use is appropriateleading to failures from
underutilisation

Parasuraman and Rileyso definethe concept of Abuse whichresults if designers or dier professionals
usetechnologyto automate functionswithout due regards fothe consequencesf automationfor human
performance and especiallwithout allowinghumarsthe possibiliy to act according to their responsibilities

and capabilitiesThishappens if the technology constrains the actions that humans can take, or if it prevents
humans monitoring a situation for which they are responsible. These lead humans to distrust the automation,
especially if they are compelled to use the technology anthoaresort to other solutionsConversely, if
technology is well suited to the task, humans perceive its value and are inclined to {iBaliier 2012]In

fact, Sollner et alidentified three main contributors to human decisions to trust in technology:

1 Performance: does the technology help the human achieve their goal, producing accurate and
reliable results while reducing the mental workload of the user?

1 Process: does the thoology behave in ways the user understands or at least finds authentic,
including providing security features that the user expects it to have?

91 Purpose: does the technology do what it is supposed to do, i.e. are the designers and operators
benevolent angoroviding technology in order to help the users?

These ideas are consistent with the earlier workRgrasuraman and Rileshowing that human trust in
technology is highly subjective, and related to the level of user understanding of the technology as well
what it does. I n some sense this reflects the obyv
the trustor is likely to be concerned about its creation and operation as well as its actions, while often having
relatively little understading of how it works.

3.1.3 Human trust and 5G
In some sense, the main goalxBENSURW®&ith respect to human trust is to address these key points:

1 helping 5G system/application designers and operators avoid Waasuraman and Rilesall
‘“Abuse’ ;

1 helping5G ystem/ application user s t,oymakingpointia isksor s
and countermeasures more evident

9 providing a basis for stakeholders to communicate their trustworthiress cement their trust in
each other mediated by their tehnology
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In the context of 5G technology, there are some specific points that need to be considextdork
technologiesare usuallynot perceivablalirectly but are perceivedria some technical device such as tablet

or mobile phone. Being more extensitren the current 4G technology, the 5G technology based network
may affect humasin situations and locations the network has not done before. However, the effect is always
mediated by the usage of the device and can also be mixed with the trust onieed&his is highly relevant.
Some functionalities or services can be more usable in, say, tablet format, and will correspondingly evoke
trust only when used via the tablet. Furthermore, the qualities of the device can be mixed with the qualities
of the network. In some cases it can be beneficial to 5G from the eminence perspective, as drasioztks

as poor performancean be seen as qualities of the device and the advantages provided by the device can
be appraised to be due to 5G. The same applies,wkeg also in opposite situations when 5G is blamed due

to misunderstanding the situation. As the madrk and the device produce the effect of using the wetk
together to the user or actor, thpoint where the effect of 5G starts and the one producedtiy device

ends is very hard to make.

People are differently aware and knowledgeable about technology. Some issues may be misperceived so that
the related problems do not affect trust. The opposite is also possible; some features can be misinterpreted

or used in a faulty way, resulting in loss of trust. As a whole, mostar&tusers are not professionals so that
misunderstandings are probably quite general. Manywuwek related matters are also not visible
(perceivable). If you do not have the ability tadk in any way whether you are monitored through

network, how can it affect you? The only possibility way it can affect, then, is the knowledge of such a
possibility and the attitude towards such a thing. That is why it is important to understand peaftitude

towards various things, even if they are not visible, and to prepare to deliver information also about such
“invisible” matters and about how negative conseq

Considering trust is subjective, it is importantkaliver clear and appropriate information about 5G to enable

as realistic trust as possibi@nly this way can humans make appropriate trust decisions about the use of 5G
technology and features. 5G networks are likely to support safety critical applications, and generate huge
amounts of personal data, so the stakes are very high indeed. Ifitrgst | acki ng t he resul |
technology may lead to serious consequences for individuals, yet too much trust could be equally damaging.
Trust is context dependent, subjective and dynamic which means it can be hard to evaluate how much some
technical solution will be trusted upon.

3.2 Machine Trust

3.2.1 Trust decisions

In the above discussion, the main concern was whether humans trust other entities (including technological
constructs), and whether they do so in an appropriate fashion. Here we consglerttiogonal question of
whether a technological construct should trusgther entities.

A technological construct (i.e. a machine) can only operate according to a set of instructions that determine
and constrain its behaviour. A machine trusts anothertgniihen it follows instructions whose outcome
depends on t hat Strctty spedking, the abtreohod thei instructions is the one trusting the
other entity to behave itself. Machine trust relates to the situation where the author of the iogtmis
recognises the possibility that other entities might not be trustworthy, and includes instructions on how the
machine should assess that and alter its behaviour if appropriate.
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Machine trust therefore involves a computational procedure to calcutatist in (or strictly speaking,
trustworthiness of) other entities, and thus deci
behaviour. These computational trust (or trustworthiness) models are widely used by various types of
automata, and als to provide decision support for human trust decisions, e.g. in reputation systems. Here
we will focus ormachine trust models used Wireless communication systems. We categorize them in
three: Wireless Sensor Networks, Cognitive Radio NetwaridMobile Ad Hoc Networks.

3.2.2 Trust models in Wireless Communication Networks

We will follow the following nomenclatures provided in the survey from [Yu 201The trustor is the entity
that trusts another entity,and the subject (or trustee) is the entity tbe trusted (both consistent with
Section2 above). Awitness is an intermediary entity that interacts with the subject and informs the trustor.
Those concepts amepicted inFigurel.

agent frustor)
&7 secondhand
witness

T~
—

subject (trustee)

first-hand

Figurel. Firsthand and seconéhand evidence to evaluate trustworthiness

Trust is defined in wireless gonunication networks ifiYu2010p s “t he expectati on by
the outcomes of the actions of a subject node based on past experiences. These past experiences may come
directly measured from the subject node or they may come given through witness nodes (intermediate
nodesy.l n our ter ms, this is of course a measure of
determine whether the trustor should indeed trust the subje&s discussed above, this assessment may be
made in advance by the operator of the trustor nofs/ configuring the trustor node to always trust the
subject node) or left to an algorithm by which the trustor node can make the decision by also using
information from the subject and possibly secenand witnesses. This is the situation we are concérne

with here.

Trustworthiness evaluation depends on fileind evidence containing the experience that a trustor has after
having interacted with a subject node. However, when the fiigd information is not available or there is

not enough information toevaluate trustworthiness accurately, secehdnd information is the only
alternative. Secondhand evidence is provided by a given witness node which does have direct interaction
with the subject node, the witness is then the only intermediary betweenutber and the trustor to report
evidences.

We analysethe three main categories of wireless communication netwocksered in the survey by
[Yu2010],and we discuss their particularities concerning tfusirthinessland the concrete motivations for
establshing trust models.

Wireless Sensor NetworksThese types of networks, often abbreviated as WSN or WSAN, are distributed
net works conceived to monitor physical conditi ons
such as temperature or weath@hkyildiz 2001] Those networks are composed of nodes and sensors, where
the sensors capture the environment information and forward it across the nodes towards a special node
called gateway, which connects to the remote station extracting the monitoredrmation. Those networks
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are fully decentralized so the forwarding decisions may be made based on different criteria but there is no
entity dictating the forwarding paths. These types of networks are collaborative because all the network
nodes ceoperatewith each other in order to monitor events and forward this information by reducing cost
and consumption.

In this context, trusworthiness estimationis necessary because these network nodes are hardware
constraired so those become easily compromised. RM (Trust and Reputation Management System) has
the crucial role in this context to determine the credibility of the network nodes for monitoring a given event.

Cognitive Radio NetworksThese types of networks, often abbreviated as CRN or CR, arg@rteliadio

networks that can be programmed and configured dynamically. As defined by FECCr2016] CR i s
radio that can change its transmitter parameters based on interaction with the environment in which it
operates?”

In these types of networkshe spectrum is managed dynamically by harnessing the available spectrum
channels not in used by the primary users and profited by the secondary users to transmit information.
Primary users are those who have higher priority to use a given spectrum baledsebondary users have
lower priority, in such a way that they are not permitted to interfevigh primary users. Spectrum sensing is

the functional task to sense the unused spectrum bands in a given geographical area ait) shawithout
interferingwith primary users when using this available spectrum. These types of networks are collaborative
because the secondary users have to cooperate with each other in order to detect and share the information
on the available unused spectrum channels.

In this context, trustvorthiness estimationis necessary because the secondary users can be easily
compromised, this means in this context that a given node can be controlled to share fraudulent information
about a free channel and make the rest of the networikze this channel when it is not free asdinterfere

with the primary users.

These types of networks are centralized so there is an entity, which intermediates between any pair of nodes.
In this context, firshand evidence is not an alternative becauss given trustor cannot direct interact with
the subject nodebutonly with the central entity.

Mobile Ad Hoc Networks (MANETd)hese types of networks, often abbreviated as MANETs (Mobile Ad hoc
NETwork), are distributed and selbnfigurable network§Taneja 2010Q]

In this context, nodes cooperate with each other in orderiniorease throughput. If a node is not the
destination of a given packet, it can act as a relay, accepting the packet and forwarding it to neighbouring
nodes until it reaches its destinatiomhis is a very similar case to WSN because nodes cooperatehwith t
same purpose. However, and similarly to WSN, nodes are also easily compromised so the forwarding
decisions taken by the nodes have to be based on tgustied by trustworthiness estimationechanisms.

In these types of networks, like in WSN, a trustdelacan rely on both firshand evidence and secodtnd
evidence because a given trustor can communicate with all the reachable nodes whether directly or through
witnesses.

3.2.3 Computational Trust models
As discussed in [Yu 2010pneputational models are lesscomplex and easier to implemeas algorithms
than sociecognitive models. A trust model is based on two levels of trust:
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T individuaHevel trust:whichrefers to the trust among nodes
1 systemlevel trust: which refers to the trust inside the system as a whole, and thus is based on
individuaHevel trust.

A trust model is a first step to help prevethie situation whereany kind of mibehaviouron nodes could
affect the overall performance of the network. Indedlde trust model is to help dec&dwvhere it is necessary
to put in security mitigation actions, namely where there is a lackudtworthiness Strictly speaking,
therefore, the model estimates the trustworthiness of other nodes, providing informatiomahow much
trust in them is warranted.

There are two types of mighaviour on the one hand, selfishness, where the nodes maximize their gain at
the expense of other nodes, and on the other hand, maliciousness, where nodes act to degrade the system
or cettain nodes with no explicit intention to maximize their gains.

It is worth noting that in practice the computational trust is often based on authenticated identities. In other
words, once the entity is authenticated, there is basis for allowing it togoerfadditional actions or
interaction. If a trustor knows that a certain identity is trustworthy enough to perform these actions, then
the trustor could be said to be having a direct trust relationship with this entity. If on the other hand, trustor
trustsa third party to be able to vouch for other identities, the indirect relationship is formedescribed
above this is an examplef secondhand trust. PKI is a wethown example of thisrelating to trust in the
identity or other assertions based offfiamation from a third party

A third kind of relationship can be formed through opportunistic tritétre, here is basically no trugt the

entity at the beginning of the interactioaside fromtrust that the entity remains the same. Thus, it is
meanngful to assign reputation score for such an entity. Sometimes this kind of opportunistic approach is
also calledresurrecting ducklingsecuritypolicymodel [Stajan 1999] SSH is an example of a tool, which is
often used in an opportunistic fashion atite basic tenet is that you have a cryptographic identifier of which
you can claim and prove ownership.

3.2.3.1 Individual -level trust

The goal of an individudével trust model is to estimate the likelihood of a successful interaction among
nodes before is dually establishedStrictly speaking, the model provides an estimate of how trustworthy
the interacting nodes will bdn this way, ideally, a node can decidbether or notit engages in a given
communication withanothernode. It is free to choose anath node, which is the typical case in MANETS or
mesh grid networks, where the forwarding is completely distributed, contrariwise to SDN, where the
forwarding is dictated from an external entity called the SDN controller, and the switches cannot choose
which nodes to send the information.

Figure2 shows the different phases to evaluate the trustworthiness of a given network node, which are
detailed hereafte. These phases are: bootstrapping, evidence space, trust space, interaction decision
making, and interaction outcome evaluation.
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Evidence Space

N First-hand Second-hand
v Evidence Evidence

Aggregated
Evidence

Trust Space
Trust and Reputation
Evaluation

Interaction
Decision making

Interaction Outcome
Evaluation

Figure2. Interaction decision making process procedure in individigtel trust

Bootstrapping phaseThis is the phase where the reputation value of a node is calculated. In this phase, the
trustor node initializes by setting weight on the information received by the subject. This weight is the
reputation value given by the trustor node and it can b@uated depending on how trustable demonstrate

the subject to be. For instance, if a given node turns to be less trustable, its reputation value can be reduced
in order to be less influential than their counterparties with respect to making a given fomgpddicision.

When a new node appears in the network, the trustor can give him a low, neutral or a high reputation value
which will have more or less influence when other nodes make decisions.

However, depending on the frequency of interactions between ttiustor and the nodes, these weights
cannot be reliably calculated.

In the event of few interactions, there is the need to introduce artificial traffic which may leadeerhead.
Indeed, this traffic should be undistinguishable from real traffic ta&@@NOFF attacks, where the node can
behave very well at the beginning to raise its reputation based on this artificial traffic and then behaves very
bady with the real trafficwhich causes decreasdn the performance becauste node hasnfluenced tte
decisions of other nodedf artificial traffic has the same format as the real one, the node cannot change its
behaviourin this manner.

In the event of high interactions, at the beginning the trustor node will give the subject nodes the same
weight totake into account them equally, but it will gradually discount data from less trustworthy nodes as
their reputation value decreases.

Evidence spaceThis phase is about representing the past experiences of a trustor with a given subject node.
As said befe a trustor node can monitor direct information directly from the subject {irand) or indirect
information directly from a witness node (secehdnd). In wireless communication systems, most authors
classify the interactions with the subject node wihpair <p,n>, where p means a positive outcome an n
means a negative outcome. How those values p and n are defined depends on the context.

However, one limitation is that a given trustor only takes into account individual interaction outcomes, but
it does not consider thentire historyof the interactions mainly due to memory constraints ‘@aiecall here
that we are consideimg wireless communication networks where nodes are hardwaastraired). One
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intermediate solution is to consider a reasonalile¢ window. However, even considering a time window,

all the interactions should not count the same in order to detkehaviourchanges on the nodes. One
solution for this is to separate the last reputation values from the historical reputation values.isTh
necessary because a given subject node can chanbehtsvioursuch as iran ONOFF attack. Against this
type of attack, computing the reputation value by considering all the interactions with the same weight is
not the best approach. This is whythis survey the authors advocate for two different weights as seen in
the following equation:

2 M2 +M 2

Indeed, one possible approach to counter-ONF attack is to compute the reputation in such a way that is
hard to earn but eagyl to lose. This means to make the weight change dynamically as it an adaptive
mechanism that can continuously compute the reputation values and update them with in accordance with
behaviourchanges on the nodes. For instance, if the latest interactioegative (n), we seh L h in

order to give priority to the latesbehaviour if on the contrary, the latest interaction is positive (p), the
reputation value gradually increases.

When it comes to considering secchdnd evidence, several issues arise.tFofsall, the evidence may
contain false values. When those false valuagsetrustworthinessto reduceit is called‘badmouthing,

and when those false values make trustworthiness increase is cdighbt stuffing’. To this day, no Trust
and Reputationmechanism can tackle both ballot stuffing and badmouthing simultaneously without
assuming some pattern on theehaviourof the nodes.

Normally, the reputation of the witness node is not considered in the calculation of the reputation value. In
this way igaken for granted that the witness information is reliabligure3 in green), so its reputation is
maximal. But the reputation of the witnesBi§ure3in red) can be also included in the reputation calculation

of the subject to solve ballot stuffing. One way estimate the witness reputatiby immeans of a deviation

test that calculates the deviation between the witness node evidence and the trustor evidence. If this
difference is higher than a given threshold, the trustor can consider that evidence of the witness as inaccurate
and filter it ou. Another option is to assign a lower value of reputation to that node due to this deviation and
punish that node.

Another way to circumvent this issue is to deploy trusted trustors on the network to act as withesses and
extracttheir evidence instead afising any node for this purpose.

Repagent = Z <piny >|

Witness

Rep,Agent = RePwitness Z <piny >‘

Witness

agent
&7 secondhand
witness

T
—

Repyitness = Z <p,n;>

subject subject

Figure3. Inclusion of witness reputation in the reputation of subject node
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Trust spaceThis phase is about mapping the aforementioned evidence space <p,n> to the trust space, which
containsthet ust wort hi ness values of the nodes. This tr

observation values from the evidence space.as
mip or php.

However, thebehaviourof a given nde is highly dynamic and this trustworthiness computation does not
model the subsequent uncertainty in the evidence space.

. This value is normalized, in the typical intervals of

Interaction decision making This phase iwhere the trust spaces usedas a basi$or decidngthe node to
interact with. The reptation of a given node can be used in many ways, for instance, a given node can choose
the most renowned node to interact with it, or it can discard those less renowned nodes, or it can consider
a weighted aggregation coming from several nodes resultirgpseudedemocratic decision. The methods

that make decisions based on trust or reputation models are called-&wsire decision making methods.

There are three types of methods: threshdidsed, rankinghased, and weighbased methods.

9 Thresholdbasedfilters out the reported information fom untrustworthy nodes
1 Rankingbased: ranks nodes according to their trustworthiness values
1 Weightbased: weights the decisions according to all nodes but considering their reputation.values

The weightbased decign methods are more typical in centralized infrastructures, where one node is the
central entity. For instance, in SDN infrastructures, the SDN controller can take evidence from the SDN
resources and make the truastware forwarding decisions based on thkreistworthiness of those SDN
resources.

Interaction outcome evaluation and updaterinally, once the node has interacted with a chosen node, the
outcome of this interaction is evaluated as positive or negative and the reputation value associated to that
chose node is updated to take it into account in the next decision. It can be seen that this step is a feedback
to the first phase bootstrapping.

3.2.3.2 Systenmtlevel trust

Systemtlevel trust relies on the individudével trust mechanisms deployed on the networlkdes to spread

and disseminate the reputation values of each network node to the resh@fodes. Based on these
reputation values, the systesievel trust carenactpunishment or reward polices on those nodes. Indeed,
trust is seen as a social value that is propagated through the network nodes to make better decisions. A
systemlevel trust is a mechanism that disseminates trust among the network nodes and enforces
punishment and reward policies in order to ensure the cooperation among nédgsted shows a high level
description of a systerevel trust model, wheréts basic pillars are the dissemination of trust module and

the rewarding and punishment module. The trust and reputation values are given by the trustors that
calculate those values as explained in the previous section.
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Figure4. Components of a systerevel trust and its relationship with individualevel trust

3.2.4 Trust models in Virtual networks

[Wen 2010provides a way testimate trust of a given endser on the different virtual networks supporting
several services. In ordes answer to this question, the authors conceived a trust model M2Ut, where the
user U trusts a given virtual network (VN) to provide with services S. This trust computation is based on a
Bayesian Networks algorithm that propagates trust in a given depeandemnaph.Figure5 shows the
probabilistic dependency graph of a given VN providing a set of services S.

/‘\:H
(st C D )@

Figureb. Bayesian Netork of a given Virtual network supporting 5 services

A given VN can provide with different services, each of them with a given SLA (Service Level Agreement). An
end user has to decide which VN is going to use to access to its requested service. Tinederlss used
here to evaluate and update the trust between the end users and the VNs.

As far as the computation of the trust model is concerned, there is an entity called TME (Trust Model Engine),
which is a trusted and objective entifgr computing the trust model. Owingto the high number of VNs in

the infrastructure, the authors choose a distributed architecture to build the trust model per domain, where
there is a single TME per domain. In each domain, the TME evaluates the trust value of the \d\m llase

end users(EU) ratings.

As shown before,raBJ can decide which VN to use to access to a given service. It first queries the trust value
assigned so far to that VN to make that decision. After having interacted with the chosen VN the EU can
submt a new evaluation in order for the TME to update the trust model, as it was seen in the previous
section. The authors consider five levels to evaluate the VN: mediocre, bad, average, good and excellent, but
do not detail what those levels depend on.

3.2.5 Machine trust and 5G

In the 5GENSURE project, machine trust models will be needed to suppstidecisions over the selection

of physical and virtualised assets and provisioning of (virtualised) infrastructure and applications. Machine
trust models carbe used in this context to provide quantified estimates of trustworthiness, and so enable
automated decisions to accept or avoid specific interactions or dependencies.
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As noted above, such estimates of trustworthiness may also be useful to provide dsaigport for human
users, e.g. by using trust models to calculate the reliability of different network services, and providing
feedback on this to a human through their UE devices.

3.3 Trust and Trustworthiness by Design Models

3.3.1 General features and 5G

Trustand trustworthiness by design models aim to capture the relationships between the architecture of a
system and the types of risks that may be present. This in turn provides a basis for identifying and analysing
the trust decisions that may need to be takley system components and stakeholders.

Ultimately, as discussed in Sect®ra decsionto trust (in a systenstakeholder ocomponent) is equivalent

to accepthg one or more risks. The alternatives are to avbid risk (i.e. distrust and disengagement),
transfer the risk (e.g. by making other stakeholders responsible for that risk through the terms of use, or by
insuring against the risk so an insurance comppays for any damage causedy, to reduce the risk by
introducing security measures. Consequently, trust(worthiness) by design models tend to start from the
premise that risks can be reduced by using security controls, and the purpose of the modelllig tasua
identify where this might be needednddecidewhen it is appropriate.

Trust (as opposed to trustworthiness) comes into these models in two ways:

9 asone of thetwo possiblerisk management responséalong with distrustwhere the risk cannot
be transferred, andecurity controlsvould be disproportionate ocannot be usedt all; and

9 as a property of (at least human) participants that allows them to engage in the system, whose loss
could represent a source of risks to the syst@hone considerssers to be part of the system).

In the context of theeGENSURRroject, these types of models can serve several purposes:

I as a means to analyse tf&G-ENSUREecuity architecture, to determine what risks and trusted
dependencies are present (bearing ifnoh that no system is totally risk free);

9 to enable desigtiime analysis of trust and trustworthiness in a vertical 5G application ecosystem,
which can be used to support decisions about the design or configuration of security features;

1 as aframework toapture the (systenrelated) context for trust decisions by humans or automata,
within which quantitative trust models can be used to assess speoifficernsat run time

Related to the first of these, such models could also be used to provide a tangiakraef the effect of
5GENSUREecurity enablers on the trustworthiness (and where appropriate trils§G networks.They

may also be used to identify where additional security enablers might be needed, so consideration can be
given to adding these tde Technical Roadmap produced by WP3.

3.3.2 Zero Trust Model

The zeretrust architecture approach, which was originally developed for data centres, differs from the
perimeter-centric security strategies in that there is no default trust for any entity. Usergicele or
applications, also when they reside inside the same network, cannot trust each other unless they are verified
by a secure methodKindervag 2010 Such architecture may provide ubiquitous securitiiis is a good
example of a trustworthiness by dgn model, in which the risk (that perimeter security cannot exclude
untrustworthy or malicious users or devices) is reduced by using an appropriate control strategy.
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While there are security controls on the network boundaries, the security strategy ef/gi@ms assumes
trust inside an operator’s networKk. Since SDN anc
somewhat questionable. The zetst approach is a rather extreme but still potential approach to solve this
problem. One way to implenmg zerotrust is segmenting, or micrsegmenting the network to isolated
sections where all users, applications and network functions may have limited, specific access rights. The
access rights and the security policies can be dynamically changed ta aefle@brupt changes in the
environment. Segmenting effectively prevents lateral spread of threats inside a data centre or a SDN. When
compared to VPNs or VLANS, segmenting enables control of privileged information and limited threat
inspections. Howevegs the 5G systems are expected to reach-tménd latencies of less than 10 ms or

even as low as 1 nisiIGMN2015, [5Gorum 2015 among several other very strict service requirements,
computing resources may not suffice to support zero trust approach simultaneously.

3.3.3 System trustworthiness modelling

The other approach that is relevant 56>ENSURHEvolves creating a model of the $gm, which can then

be analysed to detect potential threats and identify potential countermeasures. The analyst using such a
model is then able to improve trustworthiness (by specifying countermeasures to reduce risks), or at least
highlight where users aystem components may need to trust other parts of the system. This approach is
especially useful if the models can capture risks (and trust) in relation to system compamesiteed in
threats,and thusprovideinsights on how the system architecturechdesigneadto those specific risks being
present.

Many methods have been developed to try to identify and analyse threats irbd€3d systems.
[Shostack014] breaks the threat modelling process down into four stages: system modelling, threat
identification, threat addressing, and validation. Threat identification is usually the most difficult step, for
which a range of methodologies have been devised. Three broad classes are normally used:

9 Asset centric methods: are based on analysing the system tdifigessets that contribute to its
success, theidentifying ways those assets (or their contribution) may be compromised.

9 Attacker centric methodsare based on understanding who might attack the system and what means
they might be able to use, and then identifying where the system may be vulnerable to those attacks.

1 Software centric methodsire based on finding potential vulnerabilities in the gafte assets in the
system, with a view to guiding implementers to avoid introducing them.

Software centric methods are most amenabl e to au
Development Lifecycle (SDL) framewptioward 2009Ftan be supportethy STRIDEBwiderski 2004yvhich

is a secure software design tool designed to help developers identify and address threats from spoofing,
tempering, repudiation, denial of service, information disclosure, and elevation of privilege. The main
problem withautomated software centric methods is that thalnerability databases they use are often

quite specific, e.gbased on specific known vulnerabilities in specific operating systems, platforms or
application software. Ultimately, the goal is to help prograers avoid making errors, and today the most
common approach is still based on raising awareness and providing checklists such as the OWASP Top 10
[OWASP 2013vhich are used for manual analysis by software developers or in tools like STRIDE or
[ThreatModdler 201§ which helps developers identify attack paths based on a library of possible threats
Finally, software centric methods are limited to finding and addressing software vulnerabilities (i.e.
programming errorspr their potential consequence$heycannot easily identify or address threats involving
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human factors such as social engineering or user error, or threats from inappropriate use of (correctly
implemented) system functions.

Attacker centric methods ar@ot surprisinglymuch better at idenfying threats from or involving humans.
However, these approaches are much more difficult to automate, as they depend on expert knowledge of
likely attackers and attack methods. It may also be difficult to decide how various attacks relate to the system
being analysedand hence where security measures could be introduced to counter specific threats. Some
tools do exist such as SeaMonster [Meland 2008], and typically use attack trees to help analysts decide how
potential system vulnerabilities (which may Isoftware centric) could be used to attack the systfine
commercialNessugool [Nessuswhichcan scan a network for potential threats from viruses, malware and
hosts communicating with undesirable systems falls into this category as well as the ModV{inming

2006], alogicbased enterprise network securitgnalyser which encodes the network topology and
discovered vulnerabilities in Datalog statemetdscompute and reasons over an attack tre@tiBNessus

and MulVAL aresed by the PulSAghabler developed in 5&GNSURE.

Asset centric methods are the gol d standard’ for
about the nature of the threats that may need to be addressed. These methods include the standardised
approach fromI[SO 27005], and (if not limited to information systems) [ISO 31010]. Their main drawback is
that they depend on an analysis by a security expert with extensive knowledge of the types of threats that
could potentially affect the system. Even if that expsestis available, the process (being manual) is usually
carried out imperfectly, especially where threats relate to the purpose or function of the system, with which
the security expert may be less than familiimally, a manual analysis to identify thteand appropriate
responses can take a long time, and is unsuited to agile development using DevOps methods on virtualised
platforms|[Drissi 2013]

However, in the last decade some efforts have been made to use machine understanding in an attempt to
captue information about possible threats and relate this knowledge to the design of a system.
[Hogganvilkk006]devised a graphicaepresentation ofsecurity threats and risk scenarios, while the Secure
Tropos languag@Matulevi 2008]also supports modellingf security risks[Blanco et al 2011] providka

useful review ofhe earlyapproachesand concluded that the Security Ontology from Secure Business Austria
[Fenz 2009] was the most complete, providing an OWL ontology for modelling system assets,ahdeats
controls based on the German IT Grundshutz specificdtibrGrundschutz 2004However, this model
provides a description rather than a classification of security concepts. Itis good for describing security issues
inasystem, butlessusefulasaabi s f or machine reasoning, assistadceas a
(except as a checklist) for threat identification and analy&iss gapvas first addressed by one of tf&
ENSURRartners in the FP7 SERSCIS profeatrjdge2013], which évised amodeldesigned to suppora
machineinferenceprocedure for identifying which classes of threats affect a given system. The core ontology

is shown irFigure6. Superficially it looks similar to the SBA ontology, but it is based entirely on OWL classes,
and has a simpler structure so that fewer facts need be asserted before useful knowledge can be inferred.
The ontology is used to support a machine reasoningguare to decide which types of threats affect a
system based on its composition in terms of asset types. Where a threat affects a pattern of interacting
assets, a rule base can be used to determine whether the security mechanisms used to protect thtsse ass
are sufficient to block or mitigate the threat. In FP7 SERSCIS, the ontology was also used to construct a
Bayesian belief graph describing the effect of threats on the behaviour of system assets, which was used to
diagnose which threat(s) might be tleause of any rusime misbehaviour.
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Figure6. Security Classification Ontology

This approach to automated threat identification and analysis was used and extended by somé&Gf the
ENSURgartners in theFP7 OPTET projedthisused machine reasoning as part of a framework for managing
trust and trustworthiness in advanced InterAeased applicationfsol MohammadR014] The focus in FP7

OPTET wasn ‘trustworthiness by design’, and -timee ont
identification and analysis of potential risgShakravarthy 2015]The FP7 OPTET approach includes two
features that are highly relevant ®GENSURE

T the concept of ‘secondary threats’, describing

to knockon consequences for other assets; and
1 the notion that stakeholders and technology assets form a swaibnical system, and a loss of trust
among stakeholders poses a threat to the operation of this system.

Threats are used to describe the pot@iteffect of disruption on stakeholder trust, e.qg. if the system provides
inaccurate data to a stakeholder, they may lose trust in the system. Such a threat is really a secondary threat,
because it is caused by the disruption of technology assets (ircéisis the fact that data has become
inaccurate). Other (primary) threats can be used to model the effect of this loss of trust, e.g. if a stakeholder
loses trust in the system they may cease to take actions based on its data.

4 Trustin 4G Networks

There dos not seem to exist an explicitly documented and complete trust model for the currerd@G
mobile networks, at least not in any of the available technical specifications of 3GPP. In fact, not even in the
more academic/research oriented work of the USp@ject[USECA 201 @&hat ran more or less in parallel

to 3G standardization) does trust stand out as a specifically treated subject. This does not mean that an
understanding of the current trust model cannot be obtained. By looking at the availableitgecu
mechanisms and how they have evolved over time (from 2G to 4G) it is quite straightforward to deduce the
main components (actors, trust relations, etc.) of the trust model that has been assumed. In addition, in
particular with the evolution of 4G, elipit statements about assumed trust can be found in many of the
specifications. Though the lack of an explicit trust model is technically unsatisfactory, one has to note that
the enormous success of the mobile ecosystem would not have been possiblenfpgEss about trust
between the actors would have been wrong. However, it is also clear that time has caught up with some of

671562 SGENSURE 25



D2.2 Trust Model (draft)

the basic trust assumptions, rendering them questionable today and certainly unsustainable in a future 5G
setting.

4.1 Actors and Business Models

4.1.1 Overview
To understand the trust model we must first understand the actors (who trust and are trusted) and the
business models (which cause them to interathjeprimaryactorsin the 4G world are

1 Networkequipment manufacturers

1 Mobilenetwork operatory t aki ng the rol e of fThedUN®iscommonlyser v
also the owner of the infrastructurand isthe service provider

Interconnect network providerdinking one MNO to another).

User equipment manufacturers, includitisIM manufacturers.

End users (subscribers).

Regulators, law enforcement agencies.

=A =4 4 =

Network operators are connected through interconnect providers (transit domains in the terms of TS 23.101
[B3GPP 2015 so that UEs can communicate with UEs connected tohematetwork operator. The trust

model on the signalling interconnect networks (mainly older systems using SS7 and MAP) have recently
surfaced as a major concern showing how the original trust model between network operators has become
guestionable over tira, something we will return to below. Network operators can take on the role as home
operator through the user signing a contract (a subscription) with the network operator. The network
operator can also be a serving operator when the subscriber is roamioghe network of a different

network operator. One may note that national roaming is usually not possible: as long as the subscriber is in
the same country as his/her home operator, only the home operator can provide a serving network. This is
howevermor e of a “business model i ssue than a techn

Internet

Interconnect /

Operator A} provider

core NW /
Nod Operator B
core NW

([ (Node]

¢ Operator A
Node | RAN
y (LNede) Operator B
' RAN

Figure7: Main Actors in 4G

An additional type ofctor arethe equipment manufacturers. They produce mobile phones, smartcards
(UICC) and network equipment. The netwoigment consists of hardware and software elements.
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Network hardware manufacturers also provide software for the network but there also exist pure software
manufacturers which provide functionality for the netwaich asharging/billing capabilities. Ersituation

is similar in the mobile phone area where hardware manufacturers exig&go provide software but there

are also independent software manufacturers providing functionality for the mobile phone.

All of theseactors enable a multitude of busgss models between users and operators. Considering only the
main actors (sed-igure7) a user has a contract with a network operator which enables the user to use
savices like voice calls, text messages or data. The network operator has contracts with interconnect
providers and with other network operators (roaming agreements). In the case of a virtual mobile network
operator (VMNO) the network operator only runs tidatabase with customers (HSS) itself and buys the
network capacityin bulkfrom other network operators. Network operators may also have contracts with
each other to share hardware, most typically radio base stations.

Taking the additional actors into @munt, there are also several business models between (network)
equipment manufacturers and network operators. The network operator can buy equipment (hardware
and/or software) from the manufacturer and run it in its network. Depending on the equipstrenhetwork
operator requests that the equipment adheres to standasdsh as the8GPP specifications. The network
operator can also have a contract with the equipment manufacturer to run the networkehalf ofthe
network operator.

The user can buy a mid phone from either the network operator having several financing options or from
the phone manufacturer either directly or via some distributor. The user gets a smartcard for the phone from
the network operator when signing a contract. The network oparatself buys the smartcards from a
smartcard vendor, again an equipment manufacturer.

4.1.2 AG Satellite Business Models

Satellite communications are of course used in broadcast netw@ks DVES, DVBRCE The satellite
network is used in the forward direction only to provifie instanceradio and TV programsometimes with
a return link provided bylassical PSTN or xXDSL connectiGasellite systems caalsobe used to feed
Content Delivery Networks (GIp servers and caches thanks to multicastidgre though we describe the
two areas where satellite communications come into the 4G world.

4.1.2.1 Satellite radio access network (S-RANS)

Network concepts combining a satellite and a terrestrial component to promitdime and anywhere
connectivity from mobile devices (e.g. vehicular mounted or even handheld) have emerged in the last 10
years.

Satellite systems can be used as a collaborative extension of classical networks (e.g. GSM, GBRS, UMTS
remote or isolatel areas or provision connectivity to specific group of ustrs rilitary for instancg. The
satellite network is used in both forward and return directions to provide services directly to the terminals.

In case of environmental or natural disasters (¢élgrricane Katrina), classical access networks have broken
down and SRANSs have providecommunicatioraccess to rescue teams. In these scenasatellite systems
are essential because disasters are unplanned and can impact largd@araammyweeks.

The satellite access network can be reached using different types of satellite links:

1 S/L bands (@MTS) providing voice and data.
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1 Ku/Ka bands (DVRCS) providing broadband with large capacity and high data rate (e.g. military or
medical data).

In case of gtical scenariosd.g. military applications, nuclear power stationsR&N can also be used as a
backup solution to ensure the lifeline communication services.

4.1.2.2 Satellite backhauling

Satellite systems can be used as a transparent backhauling link corgnsetieral eNBs or even different
networks. The satellite network is used in both directions to provide bulk connectivity to a terrestrial network
element (e.g. tan eNB or to a local area network).

Satellite backhaul extends the ability to provide voicedadata services where topography or distance
restricts connection to mobile networks.

4.2 Trust

This section describes the trust model assumed by the security protocols and functions of the 4G network
starting with a historical analysis. The trust modaither covers the relationships between equipment
manufacturers and other actors which ity relates to how things are implemented (in contrast to what is
implemented). The trust model is reverse engineered from the technical specifications of 3GPP.

4.2.1 Historical analysis

In current (2G4G) networks the main actors are the (mobile) network operators, subscribers (i.e. users) with
some User Equipment (UE) and interconnection providersKgpee7). At this level a formal domain model

can be found in 3GPP TS 23.18&PP 2015)hich is reproduced below.

Home
Network
Domain

Uu lu [Yu]
Serving Transit
Network Network
Domain Domain
USIM Mobile h Access ) Core '
Domain Equipment Network Network
Domain Domain Domain
User Equipment Infrastructure
Domain Domain

Figure8. 3GPP TS 23.101 domain model.

The domains of TS 23.101 are therein defined as *“
the network into domains is thus, as such, not trust driven. However, one can already note here that the fact
that home, serving and transit domanare separated even though they technically contain similar
functionality (and may reside in more or less the same geographical area), implies that the domain
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boundaries are not purely physical but atetated tobusinesdoundaries. This is a consequeraf physical
and business boundaries determining who has control over assets which is a major factstissues

Moreover, the presence of some of the domains is directly related to trust. First of all, the separation of the
User Equipment domainto the USIMand Mobile Equipmerdomairsis definitely driven by the assignment

of critical functionality to the USIM (or more precisely the UICC). Since the USIM resides in a physical location
where it can be subject to e.g. tampering it has become necgds separate it from the rest of the Mobile
Equipment (ME), simply because it would have been too costly to make the whole UE tamper resistant.
Secondly, we can consider the access network domain. Originally, the separation of the access domain from
the core network domairwasmotivated by the fact that it involves special type of equipment (radio base
stations, etc) which have specific technical functionality that cannot be found anywhere else. In addition, the
access domain is by necessity geograplyiadistributed since it is the only way to provide coverage and
mobility. However, at the time when 2G was defined, these properties dideetn towarrant any special
treatment of the access domain from trust point of vievt the time, the threat of tenpering with base
stations orgainingaccess to the backhaul transport network was simply not considered realistic.

In 2G networks, communication between the UE (in the user equipment domain) and the base station (in the
access domain) was encryptethdthe base station decrypted the data before sending the data on into the
core network. In 3G networkshis changed so that the base station just forwardbd encrypted data to

the Radio Network Controller (RNC) residing in the core network and theref@etrustworthiness
requirements on the access domain were reducéd.additional security feature added in 3G though was
that the integrity of signalling data waslded andhrough authentication being made mutual (rather than

just the network authenticatig the UE)Then, in 4G, it was necessary to make termination point(user

data decryptionpoint) back to the access domain order to allow the base station to perform header
compression and other functions which required access to plaintext datawas actually one of the key
drivers for many of the additional security features that were addadh assophisticatedkey derivation
algorithms requirements on a “secure environment
security on thebackhaul transport.

4.2.2 Current trust model
User (subscriber)

Generally speaking the subscriber trusts gegvice provideto correctly provide the services agreed upon

in the subscription contract and to do the charging and billing of its service corraatiythis trust is based

on experience, reputation and legal framework. The subscriber trustsghace provideto provide services
correctlysuch agphone calls, messaging and data connections based on the same aspects as for charging and
billing. Subsdbers will have a range of understanding about which service provider(s) and network operators
they make use of when using the service. For instance, a subscriber to a VMNO may or may not understand
which MNO the VMNO makes use of and may not understiaaithe reliability or availability of their service

is primarily down to the reliability of the MNO's

Regarding data protection and privacy, one can imagine that a majority of users consider #teeartthath

bet ween themselves and the voice calling party as
principle available to the operator. This indicates that users trust the operator with rather sensitive
information. When mobile broadbanstarted to become useful and popular, surveys showed that users
tended to have stronger trust ithe security ofmobile broadband connections than their fixed internet

671562 SGENSURE 29



D2.2 Trust Model (draft)

connection at home. The general feeling is that user awareness is increasing arthgewl@e majority of
users would have similar trust in fixed and mobile Internet connections.

Further more, a subscriber trusts that a mobile p
ser vi ce netwokvoimdke callsstext or use thetdaservice. In this case the trust decision is based
on experience (i.e., a mobile phone just works) a

perception for example through ratings of phoresd networksn magazines). The same holds tfoethe

provider of the mobileperatingsystent the subscriber trusts, amongst others, that the OS works correctly,
implements correctly the basic built in security mechanistnat it does not contain backdoors anhat it
correctly receives patches iincling security related ones. There are most likely filler worries about

mobile phone malware than PC malware. The consequences of phone malware can be more severe though,
as the malware cafor instancegenerate extracosts for the useo r  u s ebandvadéhrquota neither of
whichare usually an issue in fixed networks.

Phones have begun to contaiusted elements in the phone itself as well, so caltedcure elements This
has promoted the idea that the user could use the phone to perform nsemsitive operationssuch as
pairing payment credentials with the phone andingthe phone to perform payments. This increases the
motivation to prevent the unauthorized use of the phone.

Note that whil e many secur it yy proednd asers vatimsustworphy e s e n
services, there is also one mechanism which more
Thisisthesaal | ed “ciphering indicator which is supp
encryptedor not. This was introduced in 3G but there was also a way for the home operator to disatude it
it was rarely implemented in conswanmobile phones In 4G, the possibility for the user to disable the
disabling mechanism was added. Another mechanisnchvpotentially can be seen as trust related is in the
usual presentation of the serving network name on

Service Provider

The Service Provider provides transmission resources to subscyilaetise user equipment (e.g. mobile
phone) Only the Service Providers have a contractual interface with the subscribers: they sell the service
and/or the equipment and bill their subscribets. many cases, the Service Provider is the same legal entity
as the Network Operator.

In the trust relatimship with the subscriber several aspects have to be considered€eriee providetrusts

(to some degree) the subscriber to phaigor herb i | | but it doesn’t trust the
phone) to be able to maintainsufficientlysecurecredential (such as a password) to authenticieemselves

according to the contract. Thus it provides the subscriber a UICC for authentication, which is of course also

a usability/convenience aspect.

Network Operator

The Network Operator hastrust relationship with several entitie@ncluding the subscriber in the common
case of the Network Operator being the same entity as the Service Proaigrgan thus be seen as the
central entity in the trust model.

The Satellite Network Operato(SNO) or Motte Network Operator (MNOpwns and is responsible for
maintaining, managing, deploying and operating (eeellite) network.
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The network operator trusts a roaming partner to authenticate subscribers correctly if they are using an UICC
but if the authentcation is done usinyVi-Fifor example then an IPSec tunnel is used so that the network
operator itself can perform the authentication. The root of trust between the roaming partners is a contract,
i.e., a roaming agreement. The roaming partner itself tabows a roaming subscriber to use its network as

it trusts the corresponding network operator (also known as home network operator) to pay for this service.
The network operator and the subscriber also trusts the roaming partner to correctly report netisage.

There is no way for the network operator to verify the usage reports originating at a roaming partner and
there is no mechanism for the roaming operator to prove the presence of a subscriber.

There are two other entities strongly related to tfgatellite)network operator:

1 The interconnection providemwho provides a network linking one network operator to another.
The network operator trusts that theaterconnectprovider connects to other operators so that calls
can be made between users witlifferent network operators. The root of trust in this case is a
contract between network operator and interconnection provider.

1 The network access providenvho uses the services from one or moratedlite/Mobile Network
Operatorsto provide bulk transmission resources to the Service Providers (SPs) for use by their
subscribers

There do not really exist any (standardized) security mechanisms specifically targeting (dis)trust between
network operators sharing the infrastructur& Service Provider (i.@telecommunications company) has a
contract with the Network Operator to supply a suitable system capacity with a certain SLA (some QoS
guarantees) to be used by its end subscribers. The SP offepajapostpaid servicesneedsto ensure that

the Network Operator is providing the required SLA towards the Service Praidignerforms some control

tasks guch asnanagement of system bandwidth and power to optimize system efficiency, configuration of
network componentsetq.

Thespaceindustry is moving to more open and efficient mission operations enabling multiple missions to
share ground and space based resources to reduce mission development and sustainmenThiests.
additional sharing of network resources (both physical airtbal ones) may raise additional trust and
security issues.

Today network operatorsare basically assumed to fully trust each other, regulated through contract
However,abuse of personal data fromlishonest operators is an important thre& these netvorks This
implicit trust is also built upon the knowledge that the MNOs are nationally regulated entities that have to
guarantee certain functional, security/privacy, legal and bushmekged conditions/regulations to the
corresponding national contrlshg bodies and also legal organizations.

Virtual Mobile Network Operator (VMNO)

The VMNO is a special case of a network operator as it does not own a mobile network and only owns the
customer database (in some cases it does not even own a customeradatahnd just rents some space in a

net work operator’'s database). Due to this special
applies but also additions with respect to the relationship between a VMNO and its infrastructure provider
(i.e.,some other network operator). The VMNO trusts the infrastructure provider to run the mobile network
and being able to use resources there according to the contract between both. The contract itself might be
in place due to the infrastructure provider beif@yced by regulations to sign such a usage contract.
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Equipment Manufacturer

Until recently, equipment manufacturers have been kept largely outside the trust model in the sense that
each network operator has simply decided if a certain equipment manufacisitrustworthy enough, i.e. it

has been mainly a business decision and supported by contractual obligations and liabilities on the

equipment manufacturer. An exception has been the USIM manufacturers who, due to the specific
requirements placed on th&SIMUICC, in practice have been subject to the need to provide more explicit
evidence for their trustworthiness, e.g. in the form security certification of their products. In the last few
years, similar requirements are starting to appear also on infragire manufacturers due to the Security
Assurance Methodology (SECABGPP 2016]of 3GPP and the associated manufacturer accreditation
scheme of GSMA. Part of this work has al so been
countriesin the world trust each other. This, together with the fact that telecom is a nationally regulated
sector, has led national regulators to start to put requirements on the way the national network operators
procure equipment from equipment manufacturersather countries.

Itis likely thathis trend will be extended to the OS software providers and, in gertbeahetworks software
providers in future. This witequire more complex trust decisions to be madecases where thsoftware
provider is diffeent from thehardwareprovider.

5 Trust in 5G Networks

The previous section reviewed trust in 4G networks. We now move on to looking at the changes expected in

5G networks. First we look at the additional actors and business models to be supported anehiban5G
use cases.

5.1 Actors and Business Models

5G is considered a muttictor mobile network because of the cooperation of several actors in the delivery
of services. For instance, an MNO (Mobile Network Operator) can cooperate with énfydsuch asn
Overthe-top (OTT)provider, or a car manufacturer enterprise, or a city administration to provide a given
service.
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[Role | Business Models
XaaS: laaS, NaaS, PaaS Network Sharing

Asset Ability to offerto and operate for a 3rd party Ability to share Network infrastructure
. provider different network infrastructure between two or more Operators based on
Provider capabilities ( Infrastructure, Platform, static or dynamic policies (e.g.
Network) as a Service. congestion/excess capacity policies)

Basic Connectivity Enhanced Connectivity

ivi Besteffort IP connectivity in retail IP connectivity with differentiated feature
Conr_lectlwty (consumer/business) & wholesale/MVNO set (QoS, zero rating, latency, etc..) and
Provider enhanced configurability of the different
connectivity characteristics.

Operator Offer Enriched by Partner Partner Offer Enriched by Operator

Partner

. Operator offering to its end customers, Partner offerto its end customers enriched
Service based on operator capabilities by operator network and other value
Provider (connectivity, context, identity etc.) enriched creation capabilities (connectivity, context,

by partner capabilities (content, application, identity etc.)
etc.)

Figure9. Network operator tusiness models and roles defined by NGMN

The potential benefit of 5G is the synergyong different partners, as seen in the business models defined
by the NGMN inNNGIMN 2015 and summarized in thBigure9. Theseoperator-centricbusness models are
presentedbelow. NGMN categorizes the business model® three sets:asset provider, connectivity
provider, and partner service provider. &esetsdiffer in what is provided by each actor.

9 Asset providertwo types of business modeigise in this roleXaaS and network sharing. Xaas is
when an operator provides network capabilities to a third party. These network capabilities can be
in terms of infrastructure (IaaS), platform (PaaS), or network (Nae8york sharingsan operator
shares the network infrastructurewith another, independent of themplementation or technology
used to allow this sharing (i.e. slicing, virtualized network, etc.).

1 Connectivity providertwo types of business models arise in this role, called basic ctiviteand
enhanced connectivityBasis connectivity is essentially a projection of currenbd&ness into the
future, providing access to consumers or to VMNOs. Enhanced connectivity adds QoS possibilities
such as latency and even (sglfonfigurationoptions.

1 Partner service providethe business modelbere arecalled”operator offer enriched by partnér
and“partner offer enriched by operatbr The former case allows enriching a given service provided
by an operator (MNO) by the unique capabilities of a third pamsh as streaming content or specific
applicationsThe latter case is when3# party makes an offer directly to the end custoraenriched
with the unigue capabilities of an operator (e.g. secured VPN service).

On top of the above, one also ought to consider the aspects of infrastructure deployment. When the
infrastructure can be implemented using commodity IT hardwasewith NF\/)much of itcan be deployed

in a regular datecentre. Thus,a data centre provider could be an actor independent of the actiRAN
infrastructure provider. If service providers are able to allocate resources dynamically from whatever
infrastructure provider they see fit, the question of location of the actual resources becomes relevant as well.
Different regulatory schemes could be applicable in different geographical regiomrdocHtion (or lack of
certainty in the location) of network fiction resourcegan affect user trust as well.
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Additional considerations can be given to the certification asp&pecificallyinthe 5G context there can

be certification authorities that are used to assure the correct operation of network elemerfitgotions.

For instance, different VNFs can be certified, so that the infrastructure provider can have some certainty as
to the trustworthiness of the functionality that might be externally introdugatb their infrastructure, for
instance, by VMNO. Iti# needs to bedeterminedwhether the certification authorities (and relevant testing
laboratories) are industry bodies, such as GSMA, or some other enlitie§&SMAbased approach seems

to be at least adopted in 3GPP when they have been considerimgeéhtification aspects of network
elements through their Security Assurance Methodology (SECAM).

We identify from the business caspsesentedabovethe following business models as critical in terms of

trust: XaaS, Operator offer enriched by partngr and “Partner offer enriched by operatar All these
aforementioned business models have as common cause that the service delivery relies on the cooperation
among several actors. Contrariwise, it is important to notice that the network sharing case issitered

as a multiactor case. Despite different actors stmgrthe underlying infrastructure (whether physical or

| ogical), the service delivery is assured separat
services to its clients but nateraction is needed among the actors to deliver the service.

To meet the wide range of use cases defined byvINGNn[NGMIN 2015, initially categorized as broadband
access in dense areas for pervasive video, broadband access everywhere, higher usgrfordbdh speed

train communications, massive internet of things for sensor networks, extremdine@lcommunications

for tactile internet, lifeline communications for natural disasters, uteiable communications for-bealth
services, and broadcatike services for content broadcasting, the NGMN consortium proposed a slicing
approach to provide each different service with a unique logical network slice.

Asliceor 5G sl i ce, is defined as “ a cradioloesstechnolbgyof 5 ¢
(RA)settings combined together for a specific use
provides forcomposing the slices to tailor the network to the particularities of different use cases and their
requirements by chainindifferent network functions, now virtualized thanks to NFV.

For instance, we can define a slice for a remote surgery service (in ted figure below and another for
broadband access everywhere service (in green).

1 The former slice has high resilienand high availability requirements so that this service requires
isolated resources to embed the network functions and transport the traffic to avoid any failure
propagation affecting the underlying hardware.

i The latter has mobility requirements so th#tis service requires certain additional mobility
management network function.

671562 SGENSURE 34



D2.2 Trust Model (draft)

Third -party

Third -party |

P | management

Slice2:
Broadband
Access
Everywhere

slice composition slice composition :
1 AN ﬁ
Network Function layer @ J\

> Orchestration
@RIl

Application layer

Infrastructure layer

Figurel0. Preliminary 5G slicing architecture

In this multiactor scenario, where several actors cooperate to ensameSLAfor a given service, trust
becomes critical. Trust is the first stone towards the definition of the liability chain in the delivery of a given
service. This liability chain is to determine which actor is responsible for a given malfunction impacting the
SLA ontracted by the end users.

A trustmodel puts the necessary mechanismspliace tocalculate and propagate reputation among actors
depending on their performance to maintain their network in an optimal state. This reputation scoring is
measured through mtrics such as the security mechanisms used by each actor, their rate of unavailability,
of their rate of compliance with respect a given SLA, among others. There is no standard retfading
definition ofthese metrics.

The focus is to define an erd-end liability chain encompassing all the actors and their resources involved
in a given service. Those resources are the physical, logical, and virtual elements involved in the delivery of
that service.

5.1.1 New domains for 5G

5G will encompasmiany indicators pimting to radicalchanggd n mobi | e communi cati on
driven by the Internet and telecommunication industry but atspother industries such as automotive,
healthcare,industrial networking,manufacturing and logisticdinancialand the pullic sector, who are

seeking to reinvent themselve$hese kind of industry applications require uteiable and virtual zero

latency communication systems.
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Minimizing latency and increasing reliabiljigurell) opens up new business opportunities for the industry,
arising from new applications that simply will not work properly if network delays are too high. Latency
determines the perception of speed. Réimhe functionality demands the lowest possible delay in the
network. Reliability creates confidence in users that they can depend on communications even in life
threatening situations.

£
an
= Industry Control / Automation
E - E2E latency partially < 0.5 ms
Autonomous Vehicle - Reliability up to BLER 102 2
w = Specialty: Often isclated areas
% - E2E latency < 5-10ms™
- Reliability up to BLER 10-5
= ty up
@ - Specialty: Mobility i
% Remote robotics / surgery
o
@ - E2E latency < 1 ms due to need
7| Augmented Reality / Virtual Realit for haptic feedback
= 5 Y Y - Reliability up to BLER 10-%
jr'é - E2E latency < 5 ms to avoid cyber
@ sickness
o - Reliability requirements less tough (but
need to detect failures reliably)
< « Specialty: High data rates
-
@
less tough Latency requirements very tough

Figurell. 5G Use cases requiring low latencgddor high reliability

5.1.1.1 Autonomous vehicles

Autonomous vehicles is a hot topic for many industry players from car manufacturers, consumers, and
insurance companies to governments. The US Secretary of Transportation has said that driverless cars will be
in use all over the world by 2025. The IEEE predicts up%eof¥ehicles will be autonomous in 2040. While

the autonomous vehicles developed today rely mostly ofboard sensors and systems, their performance

and safety could be vastly improved through 5G communications.

Autonomous vehicles can reduce accidents amprove road utilization as vehicles can be driven closer to
each other and more safely than human drivers can achieve. Transportation companies can take advantage
of autonomous car fleets. The fleets can be utilized more effectively with fewer acaddaséd by human

error. In addition, reatime, ultrareliable communications between vehicles, infrastructure and
smartphones could enable traffic to flow more smoothly, eliminating traffic jams. Commuting time can be
used for other activities with the He of autonomous vehicles. This might save an hour per day for people
living and commuting in cities.

The communication system needs to be extremely reliable as it involves human safety. Foeesnd
latency requirement needs to be as low a¢®ms.

5.1.1.2 Augmented reality / virtual reality

Augmented Reality (AR) enhances a-+egatld view with graphics. Retime information is displayed based

on the wuser’s | ocation and/or field of vision. Vi
the user being in a fully immersive eronment. The AR/VR device needs to track user movements
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accurately, process the movement and received image, then display the response immediately with end
end latency of less than 5 ms.

5.1.1.3 Remote robotics / surgeries

Remotely controlling robots, roverdevices or avatars in real time can assist in working safely in dangerous
places. Hospitals could arrange remote robotic surgery via a customized 5G network as effective as if the
surgeon was physically present. For public safety, robots could be sewtrkan dangerous situations, such
bomb disposal or firefighting. The system needs to be extremely reliable with block eiim(BRERYf no

more than10® and endto-end latency of less than 1 ms to support the necessary haptic feedback.

Many haptic seens and devices are being developed currently to respond to touch and provide tactile
sensations by varying the friction between the us
“You feel what you touch (remotely)"”.

5.1.1.4 Industry control / aut omation

Industrial networks have stringent requirements because they require fast mathimachine
communication and ultraeliable connectivity. A system failure could mean loss of equipment, production,
or even loss of life. Timeritical process optimzation is a key requirement for factoried-the-future [5G

PPP FoF[The need for wireless ultneliability and virtual zero latency will be driven by uses that include
instant optimization based on redime monitoring of sensors and the performance afmponents,
collaboration between a new generation of robots, and the introduction of wireless connected wearables
and augmented reality on the shop floor.

Machines can receivenalyseand execute tasks much more quickly than humans. Therefore, matdtine
machine communication requires extremely low latency, for example chisgul control applications for
industry automatiorrequire lesghan 1 ms latency.

Indoor traffic control and indoor mobility control of shop floor equipment typically have cyulestiaround

1-10ms. The highest demands are from actuators and sensors requiring cycle times of less than 1ms with a
jitter of |l ess than 1lpus. While today’' s wired sys
platform that addresses a wide range needs from the company supply chain, to inegrterprise
communication, to the control of actuators/sensors on the factory floor. This will reduce administrative costs
compared to maintaining multiple systems, eliminate the cost to install wiring acietase flexibility to

change production flow in the factory.

5.1.2 Potential of 5G new domains: Business models powered by network performance, data
and slicing
5G will be about connecting people and things profitably. These are entirely different business nyedel
the flexibility of 5G radio and architecture will enable operators to be profitable in both. In the 5G era
operators will be able to monetize three asseftgyurel?):

1 a/ 2y y SO0 iihe @éwiperoimance level of their networks enables extreme broadband to
support uses such as HD and UHD services in the home and on the move, but also virtual reality
services that are relevantcttieitlye"bbslisna®es swaono
opportunities through guaranteed high service levels for end users, as well as for content and other
service providers.

1 Information brokeringThe billions of transactional and control data points produced by the n&two
can be used to enable entirely new services that benefit from contextuatirealand nonreattime
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data. Operators can broker this information to different industries including providers of augmented
reality services, traffic steering systems providgdmunicipalities, factories and logistical systems
and utilities. Reatime big data analytics will play a crucial role in the brokering model.

1 & b | I Oedicated virtual subetworks, sec al | e d
Ser v i checdn havé different flavours and provide exactly the functionality that is needed for
different industries and their diverse use cases. For example, the functionality and capabilities
needed for connecting massive numbers of consumer health sensors anglately different to
those required for high quality UHD video delivery to TV sets.
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Figurel2. A variety of business models powered by network performance, data and slicing

5.1.3 Trust considerations in 5G

One new possibility for 5G ithat due to virtualization a network operator might opt to run parts of its
network functions and applications for example on an external cloud infrastructure. One could imagine that
for example parts of the subscriber database is runaanexternal toud. In this case a new actor is the
external cloud provider who is not part of the existing 4G trust model. The external cloud provider might also
have data centres in different jurisdictions and it is not always automatically clear in which jurisdi&ion th
virtualized network function is running. Without precaution such as enforcement olagtion, this also
collides with the assumption in the 4G trust model that the network is running within one jurisdiction.

Another new domain for 5G is the possilyilit t o
enhance the network and/or the services it offers. One could imagine that a content distribution network

(CDN) provider i

ntegrates

nsource”

caches

net work functio

i n yao askdftthe npewk o0 p ¢

functionality is not affecting the network in a negative way due to not being compliant to the same technical
specification. Another way to extend the network offerings could be that for example a factory is allowed to
provide its owndentity and authentication mechanism for the devices in the factory and that these devices,

authenticated inanofl8 GPP way,

guestion arising here is how much the network operator qanuts t

ar e

t hen

aut hori

t he

i.e. avoiding that a weak mechanisms allows unauthorized access.

zed to
factory’'s

us e, S
aut he

Common to these use caseghs fact thatthe operator, of course always has the option ndb use or rely
on external parties. However, this mdead to not being able to maximize promises of the 5Gsystem.
Thus additional mechanism to sustain these new business and trust models are relevant to study.
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5.1.4 5G Satellite Business Models
As far as the satellite Business Model is concernedighairementsfrom the 5G network are

Access to all types or services.

Using a single user device able to communicate with different networks.
Single bill for all services with low cost.

Reliable wireless access even in case of roaming or failure of one onetorerks.

=A =4 =4 =

The introduction of Broadband services through the satellite is increasing significantly over the past years
and is supposed to continue in that direction over the years to come. Therefore, these models are related to
broadband telecommunicatiogystems or telecommunication ground user segments, but may also relate to
other systems.

Success comes from the introduction of High Throughput Satellite (HTS) systems with one to several tens of
spot beams allowing a great frequency reuse that makesdhdgce more affordable, delivering tens of Gbps

in Ku (11/14 GHz) or Ka band (20/30 GHz). Current state of the art Ka band broadband satellite systems
provide in the order of 100 Gbps of total capacity with spot width in the range 0.6°.

Current Satdite and Terrestrial communication networks can be complemented or threatened by new High
Altitude Pseudesatellites (HAPS) based services and drones in the short future. HAPS asaedargnce
aerostatic or aerodyne platforms in the lower stratospherbpee commercial aviation airspace. Their
location, compared to satellites implies shorter paths improving link budgets, which for telecommunication
means signal quality or lower power transmission and for observation is translated into ground resolution.

On the other hand, higher altitude than towers provides wider coverage. This zone of stratosphere, although
environmentally complex, presents low winds that reduce power consumption, enablingetahgance
missions. Besides, the usage of stratospheriat&ois implies shorter time between design and operation
phases.

The success of these platforms can be grounded in
growing demand of bandwidth and coverage, the fast deployment, the awarenes&fnompean regulators

(both communications and air traffic) and the improved-twpard energy management in modern
autonomous aircrafts

5.1.4.1 Ultra -reliable communications based on hybrid eNBs

This endto-end system architecture encompasses the-baged Radio Aess Network (RAN), the transport
network where hybrid eNBs (satellite and dynamic beams) introduces its main research novelties, and the
Evolved Packet Core (EPC), also referred to as core network. This model focuses on evolving the Transport
Network Archiecture (TNA) by combining both satellite and terrestrial transport architectures.

Satellite Backhaul extends the ability to provide voice and data services in disaster areas and temporary hot
spots (eg. sporting eventor concerts). The main goal is thbility to offer resilience to cases of link failure.

The satellite connectivity adds flexibility to backhauling networks. Also, this model provides offloading
capability via satellite to the backhaul network in case of congestion.

The topology managemertbjective is that no nodes in the mesh network are leftammnected, while
covering all the needed area. Topology algorithm shall be based on user priority and bandwidth.
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5.1.4.2 High data rate networks, broadband, trunking and backhauling

The performance of mosterrestrial based" fixed internet access technologies (e.g. DSL or radio) is distance
sensitive. The maximum available bandwidth will decrease as the distance from the access node (e.g. DSLAM,
Radio base station) increases. Satellites are a natural@maent for high data rate serviceghere their
broadcast nature can be fully exploited. DiréctHome (DTH) services are very well suited for simple
geostationary orbit GEQ satellite solutions in which neither the satellite configuration nor the coverage
have to be modified to match any service evolution.

HAP&an be attractivactingas a grounebased signal repeater ihdse regionsvith low terrestrial TV signal
quality,improving theterrestrial TV distribution coverage.

The trunking scenario via satellite can also benefit from the good balance between coverage and signal
degradation provided by HAPS solutianin this case, the network architecture could consider the
HAPS/drone asn intermediate element between the final user and the satellieggfting userswithin its
coverage areaonnect via the HAPShdusingthe satellite forlongerrangecommunications.

For backhauling scenarios, where st of introducingsatellite would incuran extra chargethe presence

of a cheaper component such as a HAREhincreagsthe instantaneous capacity over a specific area, may
complement the pure terrestrial solution. In any case, the cost of introducing this element inefead
expanding the terrestrial resources should be carefully studied.

5.1.4.3 Personal communication systems for tactical scenarios

This is one of the most interesting scenarios for the coordination of HAPS and satellites in the same network,
and tactical communicains are already widely used her€ommunication i€stablishedusingUHFband

with omnidirectional antennas that provide very paguality links for the transmission power (known as the
“link budget$ in a limited area of operation, with eadiusof tenths to hundreds of kilometres depending

on the user terminal transmission power. Lanbit satellite constellations are normally too complex,
expensive and riskyp be equipped with a UHffequency payloa@nd therefore nations mostly rely on GEO
deploymens.However reaching &SEGsatelliterequires larger radioinits and it is at this point where HAPS
can be a perfect partner. Deploying a stratospheric platform that could receive the uplink signal with better
link and act asn intermediarybetween the GPB satellite and the targeted useopens the door to data
services for handheld terminals and worldvide communications and would significantly alleviate the scarce
frequency resources that lva always been the major issue in the usage of these bands.

5.1.4.4 Mobile broadband

Considering the potential complementation of satellite solution by including HAPS/drone nodes, it is easy to
notice that HAPS/drone would not be of much help for vast areas due to its reduced cogeragared to
standalone satellite solutins. They wouldcertainly be of interest to cover, for example, disaster areas
providing mobile broadband communications to the rescue teams or even to thacpdpulation, orto
coverisolated regionsuch asmall islands with complexevated terrainor desert settlements.

In disaster relief cases, the system architecture must consider that the terrestrial infrastructures can be
damaged or even destroyed, which, at the end, is a simplification of the network topology as the HAPS/drone
does not needd interact with other ground elements.

For isolated regions, the presence of the HAPS may be sufficient to cover the populstiabile
communication needs, and even more if we consider the usage of advanced spot antennas that would allow
improvement ofthe link budget and increase the number of simultaneous users.
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5.1.4.5 Machine to machine communications

The simplest solution for M2M communications is the usage of GSM networks interconnecting remote
locations (individual nodes or centralised sutworks) witha data centre for information collection and
processing. This makes the machinemachine use case very similar to the mobile one discussed above.

Also in this case, the evolution of LTE advanced is of the most applicability to allow direct connectivity
between the remote location and the HAPS and to ease the integration of the HAPS in the network.

Satellites complement this architecture for locations where the GSM coverage does not reach all the
locations. The presence of the HAPS node can expand théitiips, as the LTE advanced may have
difficulties reaching satellites aboV@w Earth orbit LEQ (and can even have problems for JEO

5.1.4.6 High throughput satellite systems hotspots coverage and traffic demand evolutions

Knowing the long time that it takder a satellite to become operational, HAPS/drone can be perceived as
gapfillers for new opportunities for the operators to capture clients in the interval while the satellite is being
put in place. Other possibilis for HAPS/drone is to cover saturatedeas benefiting fronthe smaller
footprint compared to a satellite beam, or eveeployingHAPS to areasot usuallycovered(for example
islands, seas and oceans in the summer period).

5.1.4.7 Novel models under research

5.1.4.7.1 Broadband Access via integrated Terresial and Satellite systems (BATS)

BATS proposes a novel architecture that combines satellite and terrestrial service delivery via an Intelligent
User Gateway (Il UG), dynamically routing each appl
accoding to its service needs and access link capabilities to optimise the Quality of Experience (QoE). To cope
with this integrated scenario, BATS will provide a unified network management framework.

5.1.4.7.2 Virtualized hybrid satellite-TerrestriAl systems for resilient and fLexible future networks
(VITAL)

Combination of Terrestrial and Satellite networks by pursuing two key innovation areas, by bringing Network

Functions Virtualization (NFV) into the satellite domain and by enabling SofefieedNetworking (SDN)

based, federated resources management in hybrid Sat@orastrial networks.

5.1.5 Summary of 5G actors

Based on the reality of 4G network actors and what is planned for 5G (described both above and in the use
case analysis below), a detailed list of 5G actoliei/s. The indented bullet points represent specialisations

of the first | evel bull ets and actors who are new

1 Network equipment manufacturer
0 Terrestrial equipment manufacturer
0 [5G]Satelite equipment manufairer
1 InfrastructureProvider
o [5G]Virtual infrastructure provider (VIPproviding infrastructure as a service (laaS)
0 [5G] Satellite/HAPS provider
1 Network software providercommonly also the network equipment manufacturer
0 [5G]Virtual network function (WF) provider
1 Interconnect network providefprovides a network linking one network operator to another)
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o Virtual mobile networloperator (VMNO) who purchases bulk capacity from ME@smay

(or may not) have their own HSS

0 [5G] Virtual mobile network operator (VMNOyho purchases SDN slices from an

Infrastructure Provider

0 [5G] Factory or enterprise owneperating a AAA in a netwolinked to a (V)MNO

1 [5G]Satellite Network Operatoicommonly also the satellite/HAPS provider
1 [5G] Network access providefuses the services from one or more Satelltebile Network
Operators to provide bulk transmission resources to Service Proyiders

1 ServiceProvider commonly also the (V)MNO
0 [5G] overthe-top (OTTperviceprovider
1 Userequipment manufacturer
o Phone manufacturer
o USIM manufacturer
0 [5G]Sensor manufacturer
0 [5G]Robot manufacturer
1 User equipment software developer/provider

0 User equipmenbperating system developer/provider

0 User equipment application developer
0 Application storeprovider
1 BEnduser

o Common phone usersérvice Providesubscriber)
0 [5G]Wireless 8nsor NetworlKWSN)wner/operator

0 [5G]Employeeof enterprise
1 Regulators, lavenforcement agencies

The precise relationships between these actors will be defined and clarified as the 5G architecture is

determined. Different pairs of actors will require different means to engender trustworthiness. For instance,
while an Infastructure Provider may be convinced to trust some equipment offered by an equipment

manufacturer based on its adherence to Common Criteria, the same approach would not be any use for a
equi pment

common phone user’'s trust i

5.2 Use CaseAnalysis

In order to provide an indication of the trust issues expected in 5G networks we present here an analysis of
21 of the 31 use cases defined by-BEANSURE i n D2.
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document and the remainder of ¢huse cases will be analysed in due course. We have taken care to align
the use cases analysed with thamealysed andeported on in the risk analysis of D&8 that a complete
model of the risks and consequences, and specifically the consequenceasstaind trustworthiness of the

use case subset can be drawn

5.2.1 Satellite Identity Management for 5G Access (UC1.3)

Summary:This use case works on integrating the envisaged 5G AAA system mechanisms related to user

identity with the satellite authenticationunction using standard interfaces.
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This use case explores two iderdiyanagement situations involving satellite networks and a dual satellite
and terrestrial 5G access: one in which the device attaches to the satellite network to grant access to the
satelite resources; the other one in which the 5G device identifies in either the satellite network or the
terrestrial network, and then due to coverage issues the 5G device performs a roaming to the other network.

Entities: The entities implicated in this usmse are the network operators who manage the satellite and
terrestrial network services and resources, the service providers such as a mobile operator who is using these
networks and the subscriber/UE who signed up to the mobile operator services amang scenario.

Trust: The network operator needs to trugitat the service provider complies with theagreement and the
service provider needs to trugtat both the satellite and terrestrial network operators are providing correct
information. Trustcan be broken and responsibilities have to be dissolved in order to pay penalties;
depending upon the current legislation, the network operator may have financial and legal prejudice.

From the other perspectivehe subscriber needs to trust in iger mobile operator as part of the direct
service agreement and indirectly in the roaming agreement with other operators in order to preserve his
privacy. This type of trust can be ensured through technical solufegsprivacy enhancing techniques such

as IP8c, encryption schemes such as public key cryptogragg@niificates signed by a third party certification
authority, network usage reportinggs well as roaming agreements between the entities.

Therefore, if these agreements are not honoured the privaicthe subscriber is not guaranteed and the
trust can be broken since the risk of a privacy violation is real and may ultimately lead to subscriber revoking
his/her subscription.

5.2.2 MNO Identity Management Service (UC 1.4)

Summary In this use case, the MobkiNetwork Operator provides an identity management service to a 3rd
party service provider on behalf of a user. Consider for instance, a bank is the third party and Bob is a mobile
network subscriber and a bank client who signed up to this service. Theideai is to provide the bank with
anonymized information about Bobsetwork context in order to enable the bank to adjust its security
policies, hence, it offers and guarantees the same security level of its service (banking service). Forinstance,
the bank may require additional authentication measures if Bob is connected through a public hotspots Bob
network context information encompasses the access network type, the equipment, the authentication
schemeusedand the location.

Entities The entitiesmplicated in this use case are the mobile network operator, a service provider such as
a bank and a user who is using the mobile network, the bank service and the new service provided by the
network operator.

Trust In these circumstances, the bank needo trustthat the mobile network operator is providing correct
information about Bob. In the same time, Bob needs to tithsit the mobile operator is anonymizing his
information in order to preserve Bob’'s privacy. T
such as fanonymization or differential privady addition to agreements between the entitied the user

does not any more trust the new service, this will threaten the trust that the user has in the basic network
operator service (i.e. telecommunications). If the service provider does not trust any more the quality of the
information provided by the mobilaetwork operator services, this may lead to stopping the new service.
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5.2.3 Device Identity Privacy (UC 2.1)

Summary This use case describes a situation where the device identifier (IMEI) can be exposed over the air
in case of a network attach procedure opg/"Emergency”. The IMEI is mostly used to verify whether a call
has been made from a specific handset and to detect fraudulent activities. Usually, when the phone is
switched on, the IMEI is sent so that the network can verify that the handset requestilngar services is

not a stolen one. The network checks the IMEI number against the Equipment Identity Register (EIR) to see
whether the handset is in the blacklist. In current mobile networks (GSM and UMTS and in all networks during
an emergency call s&p) the IMEI is sent to the network in plain text. This opens the door to device identity

di sclosure and wunauthorized device tracking attac
very often (i.e., the relation IMBMEI is fixed)passive observation could record the relation between

IMSI and IMEI. Intercepting the IMEI sent in clieadt over the airinterface provides some means for an
attacker to go around the user identity confidentiality and, as such, weakens the locatiaeydf the user.

In addition device cloning could be possible by using an intercepted IMEI. Moreover, an attacker, by knowing
IMSI as well as IMEI, can unblock a stolen mobile phone and make it a legitimate handset in the white market
of second hand phoree This is possible by exploiting $S&P vulnerabilities.

Entittes The entities involved in this use case are t
the Serving Mobile Network Operator (SMNO) in a roaming scenario and the user/UE usimghiie
network.

Trust in this use case the user/UE implicitly and unconditionally trusts the network to which it is connected
and the MNOs involved. The user has to trust the MNO(s) that it has implemented techniques to detect/avoid
the installation/ug of fake cell towers. Alternatively the user trust the MNO(s) that it provides privacy
enhancing techniques to transfer IMEls in an encrypted/confidential manner in all situations. This type of
trust is now implicit and its basis is a subscription caritrlevertheless this trust can be ensured through
technical solutions in addition to agreements between partnensch asthe use of public kepased

cryptography.

A false cell tower can pretend to be a legitimate cellular network asking the user tatséMEI by sending

an ldentity Request message. 4G specifications mandates that a SIM does not answer Identity request
messages asking for any identifier, other than the IMSI, when no encryption context is yet established. This
requirement does not avoidMSI catching, but does prevent the leaking of the other identifiers to IMSI
catchers. However, as reported[Broek 2015the current 3G or 4G enabled phones and SIM cards used for
test also transmit the TMSI and IMEI unprotected when requested. Theréfiertrust can be broken since

the risk of a privacy violation is real and well documented in current networks, and may ultimately lead to
user revoking his/her subscription. Depending upon the local legislation, as a consequence, the mobile
network operdor may have financial and legal prejudice.

5.2.4 Subscriber Identity Privacy (UC 2.2)

Summary The use case refers to the user Initial Attach procedure to the 3GPP a3 network. Due

to the current trust model adopted by cellular networks, there areiaiions when the IMSI needs to be
transmitted to the network in clear text through the vulnerable radio access, during the authentication
procedure (e.g. EPSKA, EARKA). In fact, the current 3GPP system requires a UE to provide its IMSI
unencrypted ovethe air during the initial attach phase. By observing the OTA traffic, a passive attacker can
identify a user from on the IMSI. In addition by using a false base station an attacker can overpower the
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legitimate cellular network and pretend not to be alile retrieve the user true identity (IMSI) from the
temporary one (TMSI, GUTI). In that case, the UE will have to send its IMSI again in clear text.

Knowledge of IMSI allows user tracking also when the user roams to another network. In this scenario, the
UE has to provide its IMSI to the serving network for authentication and the IMSI is again stored across the
network elements of the roaming network, e.g., in the MME\WW, PGW. This enables the serving network

to trace the user.

The IMSI is a valuableformation that should not be accessible to anyone except the user Home Network
(HN). I1ts compromise will expose the subscriber to threats like location.

Entittes The entities involved in this use cashNO)are t
the Serving Mobile Network Operator (SMNO), the interconnection provider, and the user who is using the
mobile network.

Trust with reference to the permanent identity IMSI, the current trust model is based on the following
relationships.

1 The UE trsts its HMNO as part of the direct service agreement.

1 The HMNO trusts the SMNO as part of the roaming agreement contract and it confers full trust in
the SMNO with regards to the IMSI of a subscriber. For authentication, authorisation and billing
purposesthe IMSI is exchanged unabated between the serving network (SN) and the home network
(HN).

1 Both HMNO and SMNO trust their interconnection provider

9 The UE indirectly trusts the SMNO to which it is connected, demanding unconditional trust to the UE
in transmitting its IMSI during the access procedure or when explicitly required.

From the above trust model, the SMNO is considered trustworthy by the user, who either accepts or ignores
the risk that a compromised third party serving network may pose. The&Noalong to an entrusted third

party and the UE/user has little or no way to detect this situation since it trusts it unconditionally. A false cell
tower can pretend to be the legitimate cellular network asking the user to send its IMSI.

In current netwaks there are several vulnerabilities which an adversary may explore to compromise the
privacy of the subscriber. This is more critical considering that in today context multiple cellular operators
need to interoperate among each other to offer wider caage to the subscribers, and where an operator
that has not set up its own infrastructure needs to establish roaming agreements with third party operators
to provide access. Therefore the trust can be broken since the risk of a privacy violation is reall &ndwn

in current networks, and may ultimately lead to user revoking his/her subscription. Depending upon the local
legislation, as a consequence, the mobile network operator may have financial and legal prejudice.

The types of trust required in thisse case can be ensured/guaranteed through technical solutions in addition
to agreements between partners, like, for example, the use of encryption schemes based on public key
cryptography that can provide the necessary root of trust and the key matersatuations where no secret

keys are yet shared between UE and the network.

5.2.5 Trust in Authentication of 10T Devices in 5G (UC 3.1)
Summary As discussed in Sectidhl trust is necessary in WSN, because I0T devices are hardware
constraired so they may become easily compromised. I0T devices may require specific authentication
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mechanisms both due to their hdware-constraints and also for their potential of generating huge peaks of
control traffic. A WSN may consist of thousands of devices, which may need immediate authentication in the
initialization phase or when they are mobile.

In 5G Systems, alternatiagproaches to sustain authentication of 10T devices are considered. A WSN may
connect to 5G through a specific 10T Gateway, and as well a standard UE may act as a gateway or the loT
devices may connect through trusted or untrusted access points. In tlases the sensor devices may utilize

a non3GPP atinterface, such awi-Fi, Bluetooth or ZigBee. Furthermore, even the constrained IoT devices
may still be able to use LTE or #MEnd communicate with standard 5G protocols. For serving the
constrained deices 3GPP specified Extended Access Barring (EAB) and Low Access Priority to limit access
(and network load) from some UEs. For UEs which can work in power saving mode high latency
communication is under specification. Specific group authentication éswaider specification in 3GPP, for
reducing authentication overhead which may derive from MTC.

In the case that a standard UE or loT Gateway control authentication of 10T devices, the basic 5G trust model
is applied and the gateways are seen as UEs fhemétwork side. Then the IoT network is controlled by the
sensor network operator and the I0T devices do not get 5G credentials. However, if M2M communication
happens through the 5G network, the trust model changes. This occurs when the |0T devicestboough

the LTE, LTH air interface or if they are connected through trusted or untrusWéFiaccess points. The
specific M2M authentication protocols or group authentication may be needed. For untrifgiédaccess

3GPP specified mechanisms thalyreh IP security tunnels which should be supported in the UE. However,
IPsec is a heavy protocol that creates latencies and shortens battery life in UES, so it is not a very good solution
for MTC.

Entities MNO, VMNO, WSN operator, subscribers

Trust The5G trust model is based on the 4G model which is explained in Cha@éH in the 10T case, the

WSN operator is a new actor functioning either in the User Equipment Domain or the Access Network
Domain. There are various potential business models between users of WSN and their operators. A user may
own the WSN and the WShperator may offer the plain 0T gateway or the Access Point or the operator
may control the whole system. WSN operators must have contracts with the users and the 5G network
operators. The 5G network oper at or alliha gatewalysdreating a k e
them as a part of the access network domain. If the 10T devices use LTEMmMIoTEpecific gateways are
needed. A WSN operator may also offer control of WSN as a service or application which is delivered through
a 5G network. Tén a user signs a contract with the WSN service provider.

5.2.6 Trust in Network -Based Key Management for End-to-End Security (UC 3.2)

Summary An encrypted and authenticated loT Service can be provided for 10T devices through a 5G system
although there is no ay to share secret keys between endpoints. 5G network may provide a network
enabled key management service which can be used to achieve secute-end service between an loT
device and an IoT backend service. The keys can be provided either for-gmgtdec unicast or group
specific multicast communication. The key management service can be offered by the 5G operator or a third
party. The IoT service can be located outside the 5G network, e.g. in the cloud or it can be inside the 5G
system. The loTdzkend service and the 0T devices should have 5G credentials. 5G should support lawful
interception.

Entities MNO, VMNO, thirgbarty service operator, legal authorities, subscribers
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Trust The 10T service providers and the owners of I0T devices nércstdhe 5G operator. The 5G operator
should trust the key management service provider and the operator should trust that lawful interception is
not misused. The users and the IoT backend service provider should accept lawful interception.

5.2.7 Virtualized Cor e Networks, and Network Slicing (UC 5.1)

Summary This use case focuses on the user plane of an SDN infrastructure. The VMNO and the VIP have an
agreement to install a set of slices composing a VCN. One slice serves to xXMBB subscribers and the other to
mMTC subscribers. The network slices are configured so that commands cannot get accepted to other slices.
Trust between the VIP and the VMNO is paramount in this use case, due to the fact that the slices provided
by the VIP and exploited by the VMNO to beaum offered to the subscribers involve three actors. In the

event of any kind of service abnormality, responsibilities have to be dissolved in order to pay penalties with
respect to the contract among both VMNO and VIP. This spattner service and thexposal of virtual
resources to thirgparties implies that the responsibility towards the subscribers, which has been traditionally
always the operator, has to be extended distributed with the same warranties to all the rest of actors /entities
involved.

Entities VIP, VMNO, subscribers

Trust Subscribers trust the slice in the sense that those fulfil the SLA requirements for the required service.
VIP and VMNO will trust each other what is done through a contract that will dissolve any responsibility and
the related penalties to be paid in case of not compliance.

5.2.8 Adding a 5G node to a virtualized core network (UC 5.2)

Summary UC 5.2 is focused on the control plane of a softwdafined infrastructure, where two VMNOs

with their own virtual core networksACN1 and VCN2) share the same physical infrastructure. This is-a multi
slice system, where each slice is deployed over a subset of the physical infrastructure. In this context, a
network application that may demand the reconfiguration of the underlyingueses underneath a given

VCN should not conflict with the current configurations of the rest of existing VCNs. However, the network
application must be traceable and validated before those are applied to the SDN controller and eventually to
the physical rtwork resources underneath.

Entities VMNQ

Trust Trust can be used in this use case to evaluate the level of trust between the network applications
associated to each VCN and the SDN controller. Indeed, the SDN controller has to decide if it thelieves
policies sent by those network applications before it applies them in the resources in the data plane.

On the other way round, the network applications have to trust the SDN controller when it translates those
policies into configuration on the data giie, due to the fact that the SDN controller could alter the
configuration of the underlying resources belonging to other VCN and thus creating a potential conflict with
other slices.

5.2.9 Reactive traffic routing in a virtualized core network (UC 5.3)

Summary This use case is also focused on the control plane of a sofediged infrastructure, but it

focused rather on the reactive forwarding of the network applications. One Virtual Mobile Network Operator
(VMNO) has its own core network VCN1 where netwoalit is reactively routed by network applications.
Subscribers are roaming subscribers attached to VCN1. When subscribers demand access to the physical core
network, at the beginning there are any matching flow rules in the data plane components andttiark
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application is triggered tmstallthose rules. As described in the D2.1, these network applications reconfigure
the flow tables of the switches by means of the SDN controller.

Entities VMNQ

Trust Trust can be used in this use case to vehét each time the SDN controller reconfigures the switches

is on behalf of trusted network applications to prevent any attacker or malicious application is taking control
of the SDN controller. Trust can also be used to check that the network applicatetegitimate but also

the SDN controller is legitimate.

5.2.10 Verification of the virtualized node and the virtualization platform (UC 5.4)

Summary This use case is focused on the monitoring of the virtualized 5G network and of the virtualization
infrastructue. A new MME is virtualized and runs on top of a virtualization platform provided by VIP
(Virtualization Infrastructure Provider). The MME is a part of the VCN (Virtual Core Network) and a network
slice. There is a certification system for virtualizapoh at f or ms t hat i ssue “I|l evel
products.

A paramount task here is led by the certification system, where it checks and certifies the integrity of the
external VNFs, such is the case of the MME implemented as &igNs wherdrust is so important.

Entities VIP

Trust Trust can be used here to measure the VNF behaviour, because the VNF can send scaling notifications
to its VNF Manager that may be influenced by an external attacker controlling that VNF. Another possibility
isthat the external VNF can be compromised to reprogram the SDN controller to delete all the paths on the
data plane, or to inject fraudulent rules on the elements on the data plane.

5.2.11 Control and Monitoring of Slice by a Service Provider (UC 5.5)

Summary A Service Provider has a contract with a VMNO for the VMNO to supply a suitabdécsufor a
slice) of the VCN for the Service Provider’'s cust (
the subslice to ensure that the VMNO is providimpat is required by the contract, and also needs to be

able to vary the parameters of the sishl i ce wi t hin some predefined bol
changes. The SP may need more traffic capacity or better QoS at rush hours and the VMNO nyayadr ma
provide it.

Entities VIP, VMNO, SP, subscribers

Trust The VMNO and the SP need a SLA that allows SP both to use, monitor and contrslice saftthe
VMNO’' s net wor k. Further mor e, at | east t heusMitdNO mu
SP, as well as all other participants of the service chain.

5.2.12 Integrated Satellite and Terrestrial Systems Security Monitor (UC 5.6)

Summary: This use case is focused on the monitoring of broadband telecommunication systems or
telecommunication grond user segments. Once registered, network components deliver to the security
monitoring the indicators collected. Later, security monitoring uses active security analysis with these
indicators in order to detect threats.

The Satellite Network Operator coects to the security monitor to check the systems status (e.g. fault
management, performance monitoring) and, if needed, responds to the identified threats.
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Entities: The entities implicated in this use case are the network operator who manage thetsatetlivork
services and resources, the service providers such as a mobile operator who is using these networks and the
network components that compile and deliver security and business information to be effectively monitored.

Trust: The satellite network perator needs to trust the information collected by the satellite network
components in order to perform the security monitor to check the whole systems status. Many of these
components are resoureeonstraired devices, widly distributed and outside theidect network control so

they may become easily compromised or untrusted. These devices may utilize a satellite or 5G air interface.

The service provider (i.atelecommunications company) has a contract with the satellite network operator

to supply asuitable system capacity with a certain SLA (some QoS guarantees) to be used by its end
subscribers. The service provider offers-paad/postpaid services and connects to the monitor to ensure

that the satellite network operator is providing the requir8t A towards the service provider and performs
some control tasks (management of system bandwidth and power to optimize system efficiency,
configuration of net work components..). Trust can
order to paypenalties; depending upon the current legislation, the network operator may have financial and
legal prejudice.

5.2.13 Satellite -Capable eNB (UC 8.1)

Summary:This use case encompasses the-bdged Radio Access Network (RAN), the transport network
(where introdices its main research novelties), and the Evolved Packet Core (EPC), also referred to as core
network. This use case focuses on evolving the Transport Network Architecture (TNA) by combining both
satellite and terrestrial transport architectures.

The maingoal is the ability to offer resilience to cases of link failure. The satellite connectivity adds flexibility
to backhauling networks. Also, this use case provides offloading capability via satellite to the backhaul
network in case of congestion. The topgy management objective is that no nodes in the mesh network
are left unconnected, while covering all the needed area. Topology algorithm shall be based on user priority
and bandwidth.

Entities: The entities implicated in this use case are the networkrafors who manage the satellite and
terrestrial network services and resources, the service providers such as a mobile operator who is using these
networks and the subscriber who signed up to the mobile operator services.

Trust: The network operator need# trust the information collected by the network components (i.e.
eNodeBs) in order to reconfigure the network topology in case of network failure or congestion. The
subscriber/UE trusts the network operator that it provides privacy enhancing technigussses in which

the network topology implies access to different eNodeBs that may demand unconditional trust. This is more
critical considering disaster or congestion scenarios where network operator needs to interoperate among
each other even if theresino preestablished agreement.

Also, trust can be used in this use case to verify that each time the Topology algorithm reconfigures the
network is on behalf of ultraeliable services to prevent any link failure or congestion (DoS).

5.2.14 Trust in alternative roaming (UC 9.1)

Summary User is roaming in a visited network. The user is authenticated to the home AAA, once the home
network has guarantee that the traffic is originating from a correct entity. The user needs to be sure that all
the accounting informabn related to them is correct.
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Entities Visited network, home network, user

Trust The home network should have explicit information about the authenticity of the messages, i.e., itis
not enough that the topology of the network would imply any autheityi. Otherwise spoofing of messages

can occur and the messages cannot be fully trusted. The home network needs to trust the visited network to
provide service to the user. Usually this happens through predefined roaming agreements, although the
home netwak might still not know whether service was really given. If 5G is to provide more dynamic
roaming agreement setting (e.g., the business models allow even smaller players to enter the market), where
there is no preestablished agreement, then there neemllte some external, common source to act as a trust
anchor. Ultimately, there needs to be assurance of compensation and liability to motivate the establishment
of the trust relationship.

The user also needs to trust the visited network to provide the sertliey are paying for. They also trust

the home network to sort out any disagreements there might be regarding the level of service. Otherwise,
user is unjustly billed. Similarly, user could try to make false claims about not using the service. Iféhere a
authentic accounting messages that are strongly bound to the identity of the user, then there is concrete
evidence of what has happened.

5.2.15 Privacy in context -aware services (UC 9.2)

Summary Either the visited network or the home network can share coniefdrmation of the user with

the content providers to provide better services. The user issues a privacy policy, which the visited and home
network are expected to follow.

Entities Visited network, home network, user, content provider

Trust The user st that the visited and home network follow the privacy policy of the user regarding the
disclosure of context information. Also, content provider should not further disseminate the content
information to additional parties, if not explicitly allowed t@ do. If the policy is ndtonoured then the
privacy of the user is endangered. The user trusts societal controls, e.g., regulators, to enforce proper
behaviourthrough sanctions. It is another thing, though, whether these controls can be applied cotlgiste
across different entitiesf, for instance, the visited network resides in a different region.

5.2.16 Trust in network elements (UC 9.3)

Summary Unauthorized device or network function is installed into the visited network. Due to unpatched
vulnerabilitiesit is able to compromise other nodes inside the network. The home network of the user notices
irregularbehaviourand notifies the visited network about potential breach.

Entities Visited network, home network, user

Trust The home network ought to bable to trust that traffic coming from other networks is legitimate. In
essence, it is expected that the networks are operated with due care and proper physical security measures
are followed. Thus, one should not just trust the network boundaries forgutan, but also take into
account the zero trust concepts presented earlier. If the other network is breached, then the user or other
traffic might be spoofed. If the home network does not implicitly trust the traffic coming from the visited
network, thenthe home network might detect the malicious attempts.
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5.2.17 Trust in botnet mitigation (UC 10.1)
Summary The mobile phone of the user is breached and malware is installed. The adversary can remotely
control the phone and send premium Skitessages

Entities User, phone, home network

Trust If the home network provides the anomaly detection capability (perhaps for an added price), then the
user trusts the home network to notify (and possibly prevent) the user about any unauthorized actions.
Generally, the usemight also trust the phone to stay intact (perhaps due to manufacturer branding the
phone as secure), but user's own actions can lead to the compromise.

5.2.18 Privacy Violation Mitigation (UC 10.2)

Summary This usecaseis focused on the mitigation of privacyolationrisk as a result of
activities on the wusers’ phones. Mobil e devices
private information both personal and device related information. There are many misbehaving apps, PUAs
(Potentially Unwanted Applications), adware and ransomwaned spyware is not Sso uncommon even in

of ficial app stores. Currently the mobile network
layer. This exposes the subscriber to threats like location tracking and comprehensive profiling where data
about movement, usage, etc., of a subscriber is amassed and linked to his/her idengibalite various

attacks at a later time.

Entities user, UE, mobile network, mobile application, mobile application developer, mobile application
store.

Trust in thisscenario the user trusts the application running on her/his device, and indirectly the application
developer and the application store. The user assumes that the applidagioaviouris the legitimate one

and also that all permissions requested by thelaggtion are necessary for its correct execution and are not
used to harm the user’'s privacy, the device and/ c
malware propagates.

The trust can be broken since the risk of a privacy violation fromvaraland misbehaving apps is real, and

may lead to, for example, user identity spoofing, user diminishing the use of mobile services (also due to
possible device abuse) and, in some cases, user distrusting the MNO as well. For MNOs, such situations can
alo lead to client churn.

If needed, the type of trust required in this use case can be ensured through technical solaetgqnsivacy
policy configuration and verification implemented on device and on application selveesjdition to
application rankng already present on some stores and application security mechanisms provided by the
underlying mobile operating system.

5.2.19 SIM-based and/or Device -based Anonymization (UC 10.3)

Summary This use is focused on the mitigation of privacy violation riskseasdlurce of privacy sensitive
information. Mobile devices through the installed applications disclose a large amount of private information
both personal and device related information. Currently the mobile network has no means to protect their

u s er sty atpthre iapplication layer. This exposes the subscribers to threats like location tracking and
comprehensive profiling where data about movement, usage, etc., of a subscriber is amassed and linked to
his/her identity to explore various attacks at a latene.
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Entities app ecosystem (marketplace or service provider and app developer), user/UE, device manufacturer,
mobile OS provider

Trust in this scenario the user need to trust the entire application ecosystem that is the marketplaces or
service providr offering the application and the developer of the application. For the first aspect the level
of trustworthiness of the marketplace application provider is based on the security controls put in place to
ensure that applications are not infected by matealn particular the adoption of vetting process, during

which each app is tested to ensure that it doesn’
appropriate application store rules, increases the trustworthy the user have towards tpkage. Also the

adoption ofanalyset ool s on the app’s binary code, to see wh
isnormallyofi i mi ts to developers, implicitly contribute

in terms of ompliance to the software development guidelines. Finally, in some cases, security mechanisms
like application signing provides to the users a way to verify the integrity of the downloaded application.

In this trust model not only the application ecosystés relevant but also the trust the user have in the UE

both in the device manufacturer for firmware security, and, in particular, on the mobile OS security model in
terms of permissions model implemented, vulnerabilities management process andnbatturity contols

like applicationisolaton n a virtual “sandbox” that the operati

Even with the adoption of security measures in the different part of the trust chain, data leakage occurs very
commonly showing that the trust modlshould be reviewed. Most of the times users ignore applications
asking permission to access personal info or they do not pay much care since they might not have much other
options if they need to use the application. The risk of this model is that mapjie can leak information to
external sources by sending out device ID (IMEI/EID), contacts, location, etc.

The trust can be broken and may lead to, for example, user diminishing the use of mobile applications (also
due to possible déce abuse) and, isome casedlistrusting the mobile app ecosystem (app developer, app
store) and the MNO as well. For MNOs, such situations can also ultimately lead to client churn.

If needed, the type of trust required in this use case can be ensured/guaranteed threcigtical solutions
(e.g. configurable format preserving anonymization techniques implemented on déwicajdition to
application security controls already performed by application stores and to securityamisens built in the
mobile OS.

5.2.20 Trust in Lawful Interception in dynamic 5G Network (UC 11.1)

Summary Lawful Interception is still a requirement imposed to mobile operators through the different
mobile network generations. Regardless the target entity, user or service, and the technologies used in the
construction of the mobile network (e.g., SDN, NFV or virtualization), a mobile operator should be able to
answer any legitimate interception. It is as follows. The Law Enforcement Agency (LEA) identifies a suspected
user to be surveyed (e.g., Bob). Thé tEtrieves an authorization from the court of justice to perform the
interception of the Bob’'s communications. This au
operator. After checking the validity of the authorization, the mobile of@ristantiates and activates the

LI network function. This latter delivers the required information to the LEA.

Entities This use case involves four entities: the law enforcement agency that would like to intercept a
suspected user communications, theuet of justice which delivers the lawful interception authorization, the
mobile operator which will perform the interception and enders (e.g., Bob).
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Trust I n this use case, we have two “1| evelleopefatot ypes
and user) and trust within the mobile network (mobile operator, LI function and network infrastructure).
Thus, users must trust the mobile operator that it enables the confidentiality and integrity of their
communications and will enable onlggitimate interception. The LEA must also trust the mobile network

that it will deliver correct information (i.e., delivered data are about the designated user and are not
corrupted). Within the mobile network, the mobile operator must trust the LI fuorcthat it exactly delivers

the required information (i.e., data about the designated user) and only and only if it is triggered by the
mobile operator (i.e., no one else can initiate an interception). Moreover, the mobile operator needs to trust
the infrastructure on which the LI function is running. Note that trust within the mobile network is not only
associated to the LI use case but it is netwalated.

The first level/type of trust is usually formalized through agreements between the entities etbad can
be realized through effective solutions such as attestation of the infrastructure integrity, signature
verification and so forth.

If the LEA or the user trust towards the mobile network operator is broken, the mobile network operator
may have fiancial and legal prejudice. If the mobile network operator trust about the LI function is broken,
this means that a technical issue has been detected. Therefore, he (i.e., the mobile network operator) should
guarantine the LI function till he performs temical tests and fixes the bugs.

5.2.21 Trustin End -to-End Encryption for Device -to-Device Communications (UC 11.2)

Summary One of the main goals of mobile operators i
transit through the mobile network. BIr e ov e r in 5G, user s’ privacy i g
mobile operator can offer a new encryption service to the users. The service would enable two users to have

endto-end encrypted communicati on. T h iwhkile snabting lawf@ s h o

interception requests. The service is as follows. Alice and Bob are subscribers to the netwtokeedd
encryption service. Alice is connected to the 5G network (it has been authenticated). Alice, with the help of
the network operaor, negotiates a session key with Bob. If LEA wants to intercept Alice communications,
the LEA, the mobile operator (provider of the encryption service), the court of justice and may be other
entities collaborate to retrieve or reconstruct the session.k@wnly one entity should not be able to retrieve

or reconstruct this key. This operation needs at least the cooperation of the LEA, the mobile operator and
the court of justice.

Entities The entities involved in this use case are the same in as theopsewhe, i.e., the law enforcement
agency that would like to intercept a suspected user communications, the court of justice which delivers the
lawful interception authorization, the mobile operator which will perform the interception and-esers
(e.g.,Bob).

Trust In this use case, similarly to the previous one, users need to trust the mobile operator. Given that the
service is developed / offered by the maobile operator and that it is adeeyowlike service, users need to

trust that the mobile operator develag a system that requires at least k agents to retrieve / reconstruct
the session key. This kind of trust can be formalized by the contract conducted between the user and the
mobile operator as an encryption service provider.

If users trust as regards é¢hencryption service provided by the mobile network is broken, users may stop
using this service.
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5.2.22 Summary
The use case analysis presented above reveals some interesting challenges for trust in 5G networks.

Additional complexity is introduced through nemctors bringing new trust relationships such as that
between an application service provider and the MQ (@, a WSN operator or |0T provider and the access
network domain $.2.55.2.6), a VIP and a VMNG.2.7) or satellite operatorsy.2.1,5.2.12 5.2.13.

Compared to 4G networks, there are new qualities that a trustor relies upon (trustserrentity to provice)
such as a defined quality of serviéed.7,5.2.11,5.2.12, and new attack vectors afforded by virtualisation
technologies that trustworthy operators must monitor and/or prevebiZ 10).

Finally, several use cases present ideas about how 5G networks can improve on trust issues which are present
in 4G networks, particularly privac$.2.15 5.2.18 5.2.19 including lawful interception aspect5.2.2Q
522)butas o0 t he users’ truct 5M52.066R1). net work and dev

6 Trust Model

6.1 The Role of Privacy

According tdSeigneu2004] there is an inherent conflict between trust and privacy since the more we trust
the system, the ma information we risk reveadg. For the system, it is required to have measurable trade
off between privacy and trust depending on the nature of services. Seigneur and Jensen phepose of
pseudonymity mechanisms for formation of trust withoexposing privacy sensitive information. In the
context of mobile networks, related pseudonymity mechanisms are used to protect subscriber privacy.

We describe the interplay between trust and privacy in different domains of the current mobile network
architecture. In particular, we refer to the formal domain model as described in Section 5.1.1 and outline
risks of each domain with respect to their trust.

In access network domain, the user privacy information is protected using pseudonymity mechanism in the
form of TMSI. However, recent attackShaik 2014, [Engel 2014][Stevens 2014hnd incidents INSA

guestion whether mechanisms used in the access network domaisufigientto balance the tradeoff

between trust and privacy. For example, due to thetthat base stations are treated as trusted elements in

4G networks, compromised base stations pose privacy challenges to mobile subscfhaik 2016. In

addition, the mobile device (in particular the baseband operating system) is trusted during the
communi cation with base stations. Gol de’ s researc
basebandsoftware[Golde 2013 in current networks. Research results fr¢Borgaonkar2013 and [Golde

2013 demonstratethe needto re-structure the trust propertiesof elements such as User Equipment and

base stations

In the infrastructure domain, the home and serving netwsaketrusted domairs. Atrusted interconnection
between these two network domains is necessary for international roaming puspbi&svever, trustn this
interconnection interface raises severe privacy concerns regarding mobile subscitvgyds 2014. In
addition, trusted access vam APl is providetb third partiesfor certain types of services in the core network
domain, for exampléHome Location RegisteHR lookup. Thisimplied trust in HLR lookup servicedso
raises privacyquestions.
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For 5G networks, a new formal domain model based3BPP 2015Will be pregnted inthe 5SGENSURE
D2.4 report. In this model, the infrastructure domavwiil bedivided into several sudomains to support new

5G services. To deliver the services, each trusted domain andsuhin may not be controlled by a single
stakeholder. Hece in order to protect privacy aspects in these trusted domains, anonymity mechanisms such
as those described ifGramaglie2019 and[Montjoye 2013 are necessary. In particular, these anonymity
mechanisms are applicable to subscriber identities and ddtizh could be stored or transmitted in each
trusted domain.

Current mobile networks satisfy four fundamental security aspectthentication, integrity, confidentiality,

and availability. However, privacy aspects are not considered from the architepuird of view. With the

nature of 5G network services, we believe that new architecture may consider privacy aspects such as
unobservability, anonymity, unlinkability, and pseudonymity. These privacy aspects increase the level of trust
among different donains as well as between the subscriber and the service proviBecause ofawful
interception and regulatoryneeds not all privacy properties could be addressed in the architecture.
However, as stated in [ETSI], privacy in some trusted 5G networicegmould be a desirable marketing
option.

6.2 Proposed Approach

6.2.1 Trust model requirements
It is notyet feasible toconstructa comprehensivérust model for 5Ghetworks. There are several reasons
for this, including:

91 there is no weHldefined trust model itG networksthough we have made a start on this in Section
and below

91 thereis no comprehensive analysis of risks (to which trust is one possible resportise )it draft
analysis of risks (D2.3) was prepared in parallel with this report and does not cover all use cases;

1 the trust model also depends on the 5G security architecture which has yet to be formuéted
covered in D4.1 which is due 4 monthteathis report.

The main purpose of the draft trust model at this stage of the project is therefore to propose how the trust
model can be constructed, based on the analysis of the state of the art, the implicit trust model used in 4G
networks (as discussl in Sectiort), and the ways in which the trust model should be used.

The 5GENSURE trust model should allow stakeholders to answer the key questions abqadmdistussed
in the definition of the tZ2rm “trust model’ at t

In whom (or what) does one trust?

For what does one trust.e. what is it thdrustor expects from the thing(s) they choose to traist
How much should one trust?

How much doesnyonetrust?

= =4 =4 =

However, one can look deeper into these questions by examining the context in which they may be asked.
At this stage it seems clear that thereeghree main cases of interest at different points in the lifecycle of an
operating 5G network. These are discussed below.

Verification of thetrust and trustworthinessproperties of the 5G architectureto understand how secure
the architecture will be, ad howthis depends on the trustworthinegand trust)of the stakeholders or their
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machine proxiesThis can be done by identifying and analysing potential threats to systems based on the 5G
ENSURE secure architecture, and capturing the need for courdsumes This is something we wish to do
during the second half dhe 5GENSURE projedt track how farthe architecture and security enablers
devised by 5é&ENSURE help to manage security ri€kscourse, this early work on trust models and the
relatedwork on risks in D2.3 will inform the design of the otherEBBSURE enablers and architecture and
should result in risks being reduced.

Identification of risks and trust dependencies during the design of a 5G service propositianderstand

what might go wrong in a specific scenario, e.g. providing a remote surgery service using a network slice with
high guaranteed levels of service, or automobiles with built in entertainment services, etcafie done

by mapping potentibthreats onto the specific system under consideration, to find out where and how those
threats might arise in that system. Tlgssomething designers of systems to deliver such a proposition will
want to do, so they can determine which risks are likelyoe acceptable to users, and which must be
mitigated in other ways by introducing security to increase trustworthiness, or by devising business models
in which risks are transferred to stakeholders who can cope with the consequences.

During operation of % servicesto estimate the trustworthiness of system components (including system
stakeholders) so decisions can be made over which components to trustarhise done with respect to

the designtime model of threats to that system, by detecting whicgduntermeasures are deployed in the
running system, and combining this with evidence from the behaviour of system components to assess their
trustworthiness. Thiss really about using machine trust models as mechanisms for managing the network,
or for providing guidance to human users over when and how they can trust the network.

We now consider how the trust model should address each of these points.

6.2.2 Inwhom (or what) does a trustor trust?

This first question is relatively easy to answer, at least invgerfashion. The trustor obviously trustsubject

ortrustee, t he person or thing that must meet the trus:
outcome (i.e. the one they expect, and in which they are placing their trust). Howeveg aseMrom the

analysis of trust in 4G networks from Sectibneven in an established architecture it is not immediately
obvious who is trusting what. To providestarting point, the trust relationships described in Section 4 have

been analysed. It is immediately apparent that some trust relationships are acknowledged and even in many
cases defined in contracts, while others are not, as shovirigarel3:
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Figurel3. Explicit and Implicit Trust in 4G Networks

Figurel3is actually a simplified view of trust relationships in 4G networks, as some of the stakeholders have
been merged or omitted for clarity, and the domains have not been decomposed into specific components
except to show theédentity management, AAAnad

identity when they use the network.
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Focusing on the Subscriber, itis clear that they have a contract with their Service Provider and to some extent
this recognises their interdependency and ides what each expects of the other. If both are trustworthy,

they will behave in accordance with their contract. If one is untrustworthy, the contract may provide some
redress for the other, depending on how the untrustworthy party misbehaved. The fatttliere is a

contract shows

t hat

a

trust

r el

at.i

onship exi

sts a

it as such. The terms of the contract also define some of the expected behaviour, e.g. that the service provider

ber’' s

will meter the Subsc i

us e

of

t he

net wor k

and bill

accc

Subscriber will pay the bill and use only approved equipment to connect to the netatorklote, however,
that contracts rarely provide a complete specification of a tneationship, as they only cover aspects over
which the parties can agreeusually those that the trustor needs to have formally acknowledged before
entering into a relationship, and those for which the trustee is willing to provide compenshtimy fail to
meet expectations. (Compensation is itself a complex notion, which in some cases is designed to encourage
trust rather than to mitigate an adverse outcome).
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As noted in Sectiog, theSer vi ¢ e P r acwalldtrest thedSabscsitrer td authenticate themselves

They rely on the IMSI stored in the USIM domain for this, and may also correlate the IMSI and IMEI to help
detect spoofing attempts byr against the Subscriber. This means both the Service Provider and the
Subscriber are trusting in the manufacturers of the USIM and ME domain equipment. At least in the
Subscriber’s case there is no cont rsarelationship®@thepos si t
such (usually implicit) dependencies on equipment manufacturers also exist, as shown in the diagram. In
most cases, equipment operators are responsible for its behaviour, but manufacturers have some limited
responsibility. For exam@) if a manufacturer supplied equipment knowing it to be defective, they would be
considered responsible. In the field of ICT, suppliers usually seek to transfer responsibility for undiscovered
defects to the operators via EULA terms.

Some of the other trat relationships are recognised and reflected by the presence of contracts. For example,
the Service Provider will have roaming agreements with other providers allowing the Subscriber to connect
through their network domains. Both the Service and Roamingiers will have agreements with providers

of interconnection services allowing them to route communications between their domains. The Serving
Network Provider (at least) will need an Access Network through which the Subscriber connects, and will
haveam agreement with whoever operates t he. S#dlieess
communication networks are usually provided in this way by separate satellite operators, for example.
Regulators and law enforcers may also have formal agre&sneith service providers, e.g. in the UK there

is an agreement between mobile network operators and the government specifying what communication
data should be retained, and how thisay beaccesed in certain circumstancesLawful interceptionof
communtation contentisusually defined by statute rather than in bilateral agreements.

Diagrams likd-igurel3 can be used to describe the trust between stakeholders (husy@norganisations

run by humans). Where contracts exist these may specify what expectations the trustor has of the trustee,
although contracts normally only cover the cases where the trustee accepts some liability should they fail to
meet those expectatins. However, many trust relationships are implicit and may not even be recognised by
the trustor and trustee. And in practice, the primary expectation is that the trustee will provide or operate
technology components that behave as they should.

In 5G netwaoks, we expect two things to change:

1 there will be more stakeholders involved in the delivery of any service, due to the opportunities
created by virtualisation technology to create multiple virtual networks each of which may serve
specific communities aapplications;

91 there will be more recognition of who trusts whom to do what, driven at least in part by the need to
manage risks associated with the complexd applicatiordependentinterdependencies if the
opportunities of virtualisation are to be seized.

At this stage it is difficult even to enumerate the stakeholders and trust relationships in a 5G network. One
side effect of virtualisation is that the relatively static roles found in 4G networks are much more fluid, and
services can be composéam other services in more complex waybhis lead$o a more complex (and

more application dependent) set of stakeholders and relationshigse 5GENSURE trust model should
recognisea set of roles that stakeholders might takeased on the 4G actor modaboveplus some new

roles such as Virtual Infrastructure Providevatualised Network Function providergertical Application
Service Providers, etc. However, the relationships between these actors will not be fixed, but should be
flexible enough to capturdifferent configurations that may be found in different scenaaosl value chains
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It is then reasonable to suppose that stakeholders will want to define their roles and responsibilities to each
other via Service Level Agreements, given that thesponsibilities may vary depending on the scenario. To
formulate such agreements it will be important to capture expectations and the ways in which things could
go wrong.

6.2.3 For what do es a trustor trust?

6.2.3.1 Trusts and Risk Acceptance/Avoidance

As noted in Sectio2, trust isreally one of the possible responses to a potential risk (risk acceptance),
alongside other responses (risk avoidameedistrust risk transfer, or risk reduction by means of security
measures)A trustor is really someone who believébat certain risks will not arise or (if they do) will not
cause them undue harnT.o capture whathe trustor is reallyassumingit is necessary tanderstand what
risks are present, and which of those risks the trustor is accepting.

We propose that the 5&NSURE trust model should be basedtenmost comprehensive and rigorous
model of risks that can be constructed, following the approach usedanF7 OPTET projdmised on
machine understandable modekss described in Sectid3.3 This approach is also well suited to the agile,
configurable nature of itualised 5G networks becauskis based on identifying generic types of asset,
threats, consequences and countermeasures, and then deriving potential threats in a given situation by
mappingknowledge othe generic archetypes ontspecific system coiguration. To give a simple example

of this, one might identify two generic related asset types:

9 Service: an asset that responds to requests by carrying out actions;
9 Client: an asset that initiates requests to a Service.

I f a CIl i entitmeansti@atparticubarCBeatiinitidtes requests to that particular Service. In many
situations the Service needs to know which Stakeholder controls the Client, so its action camdmtly
attributed and billed,andso confidential information from the Steeholderis not releasedo a third party.

An attacker might seek to impersonate a Client in order to get the service without paying, or to gain access
to confidential information. These attacks canre@resented as generic threats this simple example, the
Impersonation threats could be countered if the Service implements client authentication (i.e. verifies the
identity of the Client before taking a requested action), and the Client has a verifiable form of identification
such asa username/password, or a PKI identity certificate, &ica specific system, one might choose to
address a risk by implementing sucbuntermeasures. This knowledge can be capturgdncoding it as
semantic relationships, as shownhigurel4.

1 But see Sectiof.2.5below.
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Figurel4. A Machine Understandable Generic Threat

Ri sk transfer can al so be modvdl lcdd da e s aeatfbut ghiftse & fe n't «
the impact (e.g. to the Service). Whether this makes sense depends on the impact of a threat, e.qg. if the
threat leads to the disclosure of personal data relating to the Stakeholder controlling the Client, this impact
can’t be tthe&ervicé. €he bestthe $ervice Provider can do is to compensate the data subject.

As discussed in Secti@r3.3 the approach developed in OPTET involves caygpatterns like those from
Figurel4din a machine understandable knowledge base, so they can be automatically mapped onto a given
system or scenarioWherever one a s e t uses'’ a n ot scemariq ai potentiahrigkt frons y st e
Impersonation threats must be present. By automating the mapping procedure, one can reliably idéntify
foreseeablethreats (i.e. threats included in the generic knowledge base), atdrohine countermeasures

that could be used to reduce the risk arising from each type of thieahould then besasy to determine

which risks have been reduced or transferred. The remaining risks must then be accepted or aydiued
relevant Stakehder, i.e. a trust decision must be made whether to use the system (or parts of the system)

to which the associated threatapply.

6.2.3.2 Types ofthreats

As shown irFigurel3, in a 5G (or 4G) network, trust relationships exist between Stakeholders, but in most
cases the trustor is trusting technology assets for which the trustee is responsible. Thus the Sewitss Pr
trusts the Subscriber to use only compliant equipmeshile the Subscriber trusts the Service Provider to
protect their data in the Home Network Domain, and to make arrangements for adequate and trustworthy
coverage by Access Network Domaidsfortunately this makes the business of identifying threats quite
difficult, because one must consider a wide range of possible ways in which the trustworthiness of the
equipment (hardware and software) might fall short of expectations.

It makes sense to distjuish several broad classes of potential threats:

1 Malicious stakeholders: threats representing the possibility that one Stakeholder may act against the
interests of another

1 Normalicious actions: threats representing possible adverse consequences daadeertently by
the action of Stakeholders or their technological proxies, including user errors.
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1 Malicious attacks: threats representing the possibility tkethnologyoperated by a Stakeholder
may be subverted by aexternalattacker, and made to actgainst the interests of the operator or
some otherStakeholder.

1 Internal failures: threats representing faults in systems or processes that may arise without external
cause, but which may degrade the system to the detriment of one or more Stakeholders.

1 Exernal disasters: threats representing damage from-maalicious external causes, such as natural
disasters. These threats usually cannot be prevented, but mitigation of the consequences may be
possible and in some cases desirable.

To this we should add twmore classes of threats:

T Threats to stakehol der trust: representing th
propensity to continue trusting and using a system.

9 Threats from stakeholder distrust: representing the effect on the system steatdkeholder lose
trust and withdraw from the system.

Examples of these last two broad classes wietend in FP7 OPTET when analysing threats to a proposed
Ambient Assisted Living system to support elderly patieimtghat case having too many falatarms was
identified as potentially reducing the trust of carers, and that distrust may lead to them failing to respond to
a genuine alarm. In the context of 5G networks, similar problems might arise itlaocadral access network
provider experiencea high level of attacks from malicious devices, and this led them to withdraw service in
an area where no other access networks were operafiimgm a trust modelling perspective, these last two
classes of threat areerysignificant, because they relatérectly to trust decisions and their consequences.

6.2.3.3 Security choices and trade-offs

It will be important to capture trad®ffs between security properties of the FENSURE architecture or
supported 5G application scenarios. As noted in Se@i@nthere is an inevitable tradeff between the

need for mechanisms to protect privacy and the need to support lawful interception of communications and
also lawful access wommunications data.

Many pivacy concerns can obviously be captured by modelling threats to privacy. These will mostly be
concerned with unauthorized access to personal data via management servicétlRéookup services,
interception of personal dataugh as the location of individuals, or propagation of personal data in
communication context information that may be accessible to applications. These threats can then be
analysed and addressed in a given architecture, scenario or application.

However, otler trust issues may exist that conflict with privacy, and these could also be captured in the form
of potential threats. For example, subscribers may expect that if their child goes missing, they can be traced
by inspecting communication data generatedtbgir interactions with the mobile network. Failure to meet
these expectations would be a threat to trust, though not explicitly to privacy. The relevant countermeasure
would be to retain communication data generated by some of the technology componethis imetwork.

To do this, one will certainly need additional services that have privileged acoessitor assets involved
in transfer of communication content or generation of communication metadata. These seshimelsl allow
access by authorised ageas to the reatime monitoring streams or to previously stored communication
data.Obviously, threats to privacy wilien exist representing unauthorized access to these servidegact
making these services highly secure should be a major conceandioitects and implementers.
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In specific scenarios it may make sense to provide more or less of this monitoring, based on the expectations
of users, to minimise potential threats to privacy while ensuring the network behaves in ways its users would
consder trustworthy.

6.2.3.4 Enumeration of threats

To use this approach, one must find a way to enumerate potential threats representing the possible causes
of adverse user experiences. Some of these threats are evident in the analysis of selected uescaibes!

in Section5.2, but this will only find some of the possible threats even when extended to covrealse
casedrom Deliverable D2.1lt istherefore important to understandhow such a threat catalogue could be
created. It turns out that different sources of information are available for each of the broad classes of threats
identified above and the largest number of threats arise from malig@ttackswhere fortunately there is
alargecorpus available for analysis.

Malicious stakeholder threatsin 5G networks are likely to be covered quite welttyanalyss of use cases

from D2.1, plus additional scenarios that may be identified dutiegoroject. To become a stakeholder in a
sociotechnical system, one must adopt a legitimate role with respect to that system, so malicious
stakeholder threatsnormally arise where there is gotential conflict of interests, e.g. between the

S u b s c dasiteéouse s service and tBerviclPr ovi der ' s requirement that
A typical threat may involve a Subscriber seeking to defraud the Service Provider to get some services without
paying.Thesetypes ofthreats willprovide abasis formodellingU2U trust (between stakeholders), ahdlp

5G stakeholders determine what issues should be addressed thsmrgite level or subscriber agreements.

Internal failures and noamalicious actionsthese types of threats represent error cdtidns. They arise
because they were not foreseen during the development of a system, in the sense that errors that are
foreseen are usually eliminated during the system implementation phase. Because the specific bugs or user
errors are unforeseen, the mbanportant issue for a threat modeller is to capture their consequences and
potential measures to mitigate these consequences. It is relatively easy to classify such threats in those terms,
e.g. by considering whether the error leads to a compromise iifidentiality, integrity or availability in the
affected system or component.

External disastersare also relatively easy to classify in terms of their effect on the integrity or availability of
the affected system(s) or component(s). From a trust perspeche most relevant threats are localised
threats affecting particular parts of the network, e.qg. if a data centre is disrupted by fire or flood. Larger scale
disasters producing widespread disruption are less relevant, unless one is analysilpg&@etwork to

support emergency responders. This is due to the fact that large scale disasters are rare, few stakeholders
would expect nore mer gency services to continue working i
immediate concerranyway.

Malicious attacks are very relevant, because malicious extewydlerattackerscertainlydo exist and have
motives that may lead them to attack 5G networking infrastructure or vertical applications. As discussed in
Section3.3.3 it is very difficult to identify potential threats in a given system. However, existing risk analysis
methods can be used to compile a knowledge base of generic threats, which can then be mapped onto a
given system by using machine reasoning algoriththe. most complete knowledge bases available today
focus on softwarecentric threats, such as the Common Vulnerabilities and Exposures (CVE) database of
software vulnerabilities [Mitrel], and the Common Weakness Enumeration (CWE) taxonomy describing
commonclasses of programming errors that lead to vulnerabilities [M#feThe Common Attack Pattern
Enumeration and Classificatig@ APEC) describes common elements used in attacks {8jjteand though
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mainly concerned with attacks involving software vulrelities, it also provide some analysis from an
attackercentric perspectiveAs a starting point, we will consider the CAPEC catalogue to identify generic
classes of threats that are relevant in 5G netwofBEcoursenew threats may arise that are spéicito 5G
networks, so these willalsoneed to be added to the 56NSURE knowledge base as and when they are
discovered.

Software centric threats are of course best addreskgceliminating vulnerabilitiesarly in the lifecycle of

any ICIbased system, ding the design and implementation stag€3ne should of course address other

types of threats at this stage, if possible, e.g. to reduce by design the opportunities for social engineering or
malicious abuse of system functionalilyhe 5GENSURE trust (drrisk) model should support this process

by making it easier to identify common types of threats during design time, so they can be taken into account
when devising the system architecture (ewpsing a different design pattern might avoid some risks
altogether), and implementingpardware and software componen{ge.g. by specifying that programmers

must check for certain types skcuritybugsor other weaknesseandif necessarc er t i fy t hat tF
present up to some ISO 15408 Common Criteria EAL).

Theresultingmodel can theralsobe used when operating the system at run time, by (a) indicating whether

that type of threat is potentially relevant given the architecture and specific configuration of the system at
that time, and (b) capturing whether ootermeasures were introduced during the design and
implementation ideallyby refering to security certification under ISO 15408. There may also be other
countermeasures that could be used, e. g. eptolevent.
free of such a vulnerability.

The presence (or absence) of relevant countermeasthien provides a starting point foassessing how
trustworthy a system or component likely to bewith respect to threats that are of concern to the trustor.
Thisbrings us to the question of how the concepts of trustworthiness (and trust) can be quantified.

6.2.4 How much should a trustor trust?

Estimating the trustworthiness of a system or one of its (technological or human) components is obviously
an essential step ifust decisions are to be made on a rational basis. Se&ipprovides a good overview

of how this can be done to support machine trust, i.e. automated trusisitaes by technology components.

In essence, machine trust models are based on algorithms for computing trustworthiness using information
from three sources:

9 prior expectations about the trustworthiness of the components;

9 first-hand evidence from previousteractions with those components; and

1 secondhand evidence based on reports from the interactions of those components with other
entities.

A typical algorithm will combine these inputs to get a trustworthiness estimate using something like:
n n n
n ¢ n ¢ n ¢

“y

where 91, > and ., N2> represent the number of positive and negative outcomes from previousdinst
secondhand interactions, and ps, N> represents an initial expectation thab out of every po + no)
interactionswill be negative. As noted in Secti8r2, one may need to apply weights to the outcome of each
previous interaction, based on how recent it was, and how trusttwpthe source is for secorthnd reports.
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The value ofl in the above formulation clearly tends towards the proportion of interactions that produce
successful outcomese. the probability that a randomly chosen interaction is succeséfaighting scheme
alter thisinterpretation slightly, but the idea of using weights is to makbetter approximate thecurrent
likelihood that thenextinteractionwith the trustorwill be successful. The weights are designed to increase
the significance of recent oveneient interactions, and adjust for the fact that secdmaihd reports may be
less trustworthy or simply less representative of what would happen in interactions with the trustor.

This interpretation is extremely useful, because it lends itself to a stlsjuantification of the models of
potential risks (i.e. adverse outcomes) proposed in Se@&idr8 We can assert that the trustworthiness of

a system (or compaent) with respect to a given threat is the probability that the threat will not arise in the
next interaction with the trustor. Once generic threats have been mapped onto a system, one only needs to
attach the best estimate of this probability to each (opad) threat.This goes well beyond the way models

of the types proposed i6.2.3were used in the OPTET project, but it is fairly clear how the OPTET approach
can be extended.

For example, afnitial trustworthiness expectation encoded in the pajo<no> for each threatcould be
based on whether or not security measures to reduce tiskfrom that threat are presentTaking the
example from Sectiof.2.3.1above,if a Clientdoes havea means of identification and its Service does use
client authentication, then the ratiq/ (no + po) for the threat of that Client being impersonated to that
Service should be rathédrigher than if either measure is abseiithe presence of security measures can be
thought of as contributing tqo rather more than to no. This can easily be combined with contributions
representing other factorsepresenting human factors for U2U trust or default settings for M2M tr@st.
course, the stronger the security mechanism, the greater the ratio of its contributiqn twer (o + po)
should be. The total contribution tg{ + no) should reflect the reliability of that ratio, as the higheis the
more interaction reports or other contributions will be needed to shift the valué. of

of cour se, a t r drsstwarthiness isaaety dbasednoa a single threBtt a statistical
interpretation makes itelativelyeasy to combine contributions from multiple threatnd understand how
the algorithms used reflect assumptions about the system. At this stage wesgapvery simple approach,
in which overall trustworthiness is th@oduct of threat contributions, i.e.

“y “y

where Ta is the overall trustworthiness of a system or componéhts the trustworthiness with respect to
threati, and the indexrunsover all the identified threats involving that system or component. This approach
is equivalent to assuming that:

9 all potential threats are independent of each other, in the sense that the occurrence of one threat is
not correlated with the occurrence @iy other threat; and
9 all threats are equally important to the trustor.

In practice, neither of these assumptions is strictly correotthe 5GENSURE model will need to be refined
beyond this simple initial ideg&Some threats represent knodn consequenes from the misbehaviour of

one asset on other assets with which it interacts. Those threats are clearly not statistically independent of
threats representing causes of misbehaviour in the first asset. It is also possible for some primary threats
(those epresentingroot causes of disruption) to be correlated, e.g. if they represent malicious attacks that
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are likely to be used by the same attacker. OPTET developed an approach for modellingprrknock
conseguences as ‘secondarlye tthor d adtesn’t,i fsyo siotmes h chu leda
a different method for including their trustworthiness estimates in the overall total. The most general
approach would be to use a Bayesian network to combine (possibly correlated) trustworthinessfraiues
different threats.This could complement the idea of using Bayesian networks to compare trustworthiness

for different systems or components as discussed in Se8tdd

It is also clear that all threats are not considered equally important by a trustor. We know that trustors will
mostlikely rate threats according to their potential impactonthetrustbrhi s suggests t hat
to assign an importarec factor to every threat, but only to the secondary threats to stakeholder trust
representing outcomes that may concern them. The trustworthiness of a system or component with respect
to those threats would first need to be assembled by combining confohbstfrom the possible root causes.

Then a decision must be maa® how to combine the resulting values based on how important each
outcome would be to the trustor. One approach used by economists is to compute the expectation value of
the overall impactwhere the impact is positive for a positive outcome, and has a different negative value
for each of the potential adverse outcomes represented by individual threats. This will be explored in the
next period, and a suitable formulation included in the ugathtrust model described in Deliverable D2.5.

6.2.5 How much doesa trustor trust?

The hardest thing to quantify in any trust model is thihe question of how much trust exists. As noted in
Section2, trust is actually a trustor’s subjective bel
principle impossible to measure the strength of a subjective belief at the time it is formed and used to make

a trust decision. One caonly ask peopleén advance whether they would be trusting in some situation, or

infer afterwards from their behaviour whether they did decide to trust. One can also correlate their trust
stance with other factors such as their agender, cultural backgroundeducation or wealthor features of

the situation such as the trustee’s reputation or

This type of analysis is often used by social scientists to uncover (thcougtation) the factors that might

lead someone to trust in something. It can also provide a reasonably good prediction of how likely it is that

a trustor will do so.This prediction is valid only for a population of potential trustors, for which the
obseavations on which it is based are representative. The prediction is actually for the probability that if
someone were chosen at random from that popul ati o
same as the probability that a given individwaluld decide to trust, but it is a reasonable measure of the

level of trust in a population of users, which is often what system designers and operators need to know.

If we take this as our measure of trust, how does it relate to the measure of trustimeds described above,
or to the concept of human trust discussed in Sec8at?

The main advantage of defining our measure of thmsthis wayis that it can bedirectly related to the
measure of trustworthiness as described above. The trustworthiness measure is the likelihood that a trustee
will meet the expectations of a trustor, based on the likelihood that some threat or other will arise to disrupt
the experience of the trustor. The trust measure is the likelihood that a trustor would accept that situation.
In an ideal world, the level of trust should be high (close to 1.0) if and only if the level of trustworthiness is
also high (close to 1.0yhis provides good basis for the designer or operator of a 5G system or application
to analyse how trustworthy their system is or will be, and how that relates to a population of potential users.
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Evidently, this measure of trust does not support the notion that higkleof riskcorrespond taa high level

of trust. If the trustworthiness of some entity is low, or rather if the trustor perceives it to be low, then the
trustor would need a high propensity to trust to go ahead and rely on that entity. Because of ihanlikely

that many trustors would trust that entity, so the probability that an individual chosen at random would do
so is correspondingly low.

Clearly, defining trust as the probability that a randomly chosen trustor will decide to trust decouipes it

some of the characteristics we associate with human trust decision processes. It is a measure of the decision
outcome not of the internal (and largely unobservabticision process. If parameters of the decision
process are important, they will need be incorporated into the predictive model that tells us how the
likelihood of trust depends on the characteristics of the trustor and their situation.

7 Conclusions and Next Steps

This documenprovides a thorough review of the state of the art in trusodelling, covering both human

and machine aspects as well as trustworthiness by design approachdsavdescribel the trust aspects

of 4G networks through defining the actors and business models and their consequences for trust. We note
that there is ndformal specification of trust in 4G networks to report on or build upon.

Looking to the future wdavedocumented the new actors and business models expected in 5G networks
including the consequences of virtualisation, new domains and tighter integrafiatellite and HAPS
systems. This is followed by an analysis of the majority of the 5G use cases defindeNBSBRE D2.1 where

in each case the entities and trust issues are enumerated.

Taking all this into account wevediscusedthe role of privacy in 5G and propose an approach to modelling
trust in 5G networks, extending the state of the art.

This “draft” trust model document conthnnsha 1 f@iI
version, he 5G use case analysidl be completedand extended to the next level of detaihd the entirety

will then be combined with further information from various souraesanalyse the architecture and
potential risks in more detail:

1 the CAPE@atabase[Mitre-3] of known attacks t@nsure thata broad range oknown malicious
attacksis modelled;
M del i verable D2.3 “Risk assessment mitigation a
1 deliverable D2.4 Security architecture (draft)” dond 5G
details on generi&G stakeholder roles and technology asset typese they are determined

The results of the analysigill thenbed ocument ed in the “ Tr uapturedMoa e |
machine understandable fornrAlgorithmswill be defined for quantification of trust (and trustworthiness)
going beyond the simplenesproposed in this report. All of these resutdl then feed into the development

of security architecture in WP2, algaust enablers in WP3, as well as the specifarabf the full 5SGENSURE
trust model in Deliverable D2hich will include an analysis of th6&ENSUREust enablers.
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